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Abstract

Machine learning (ML) models are not programmed explicitly but are learnt from a
set of data points. This data-centric paradigm allows for diverse applications, and ML
models are now widely deployed in practice as internal components of ML systems.
This inclusion of machine learning, however, introduces a new attack surface to these
systems since ML models are vulnerable to a myriad of possible attacks. While prior
work made remarkable progress in understanding such attacks from the perspective of
the model, the deployment in practical systems introduces additional constraints, and
commonly studied threat models do not sufficiently express the knowledge, capabilities,
and goals of practical adversaries.

In this work, we therefore investigate the security of machine learning with a sys-
tems security approach. By viewing the ML model as part of a system, we study the
increased attack surface of practical systems and how such systems can be secured. We
start by investigating how a vulnerability within an ML component can be leveraged
for an attack against the enclosing system. As a practical example, we consider assign-
ment systems which are increasingly used to assist the academic reviewing process.
Subsequently, we turn to the security of an ML system from a defender’s point of view.
By including the context of a specific deployment, we propose a principled approach
to leverage domain-specific priors to improve the robustness of internal ML models.
We practically evaluate our approach on speech recognition models employed as sub-
components in voice assistants. Finally, we consider the lifecycle of an ML system.
Computer systems are not static and are continuously maintained and updated. For
an ML system, this also affects internal ML models. As a practical example, we focus
on the problem of verifiable machine unlearning that requires capturing consistency
across model updates and evolving datasets.
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Introduction

Artificial intelligence is on the rise and affects many aspects of our lives. Its disruptive
potential is compared with the invention of electricity, the internet, or the smartphone
and will fundamentally transform the way we work, communicate, receive healthcare,
travel, and learn [63, 33, 30]. Enabled by exponential advances in Machine Learning
(ML) and computing capabilities, underlying algorithms allow for a paradigm shift in
computer science: instead of being programmed explicitly, ML algorithms learn from
data itself. These algorithms can automatically find structure in their training data,
which are condensed to ML models that can be used to reason about the underlying
problem domain. This versatility of machine learning allows a broad applicability, and
ML models are now regularly deployed in practice, including in safety and security-
critical systems such as antivirus scanners [54, 98, 34], firewalls [76], autonomous
cars [71], CSAM detectors [8], mobile networks [45], and user authentication [102, 39].

The inclusion of machine learning, however, introduces a new attack surface to these
systems. An ML model is commonly learnt under the assumption that its training data
follow the same statistical distribution that is later observed when the model is used.
While this is an effective assumption to guide the training process and generally allows
ML models to gain robustness against natural variations of inputs, it implicitly neglects
the presence of an adversary. In particular, an adversary can arbitrarily deviate from
this distribution and fool a model with carefully computed inputs; thus, undermining
the model’s integrity [99, 38, 49].
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1 Introduction

This observation spawned a new field of science about the security and trustwor-
thiness of machine learning, which resulted in a myriad of possible attacks. Besides
integrity attacks, prior work discovered the vulnerability of ML models to attacks
against their confidentiality [105, 52, 67], availability [85, 95, 96], and also new attack
vectors emerged regarding the privacy of user data [74, 4, 26] or fairness of model
predictions [29, 116, 46]. But in this field, ML models were predominantly studied in
isolation, which is an oversimplification compared to practical applications that deploy
models as part of an ML system [9, 90]. Such a deployment might introduce additional
constraints for an attack and can limit the knowledge that an adversary can gather
about the internals of a system. The input and output of an ML component might
not be easily accessible from the outside of the system or are part of complex pre- and
post-processing pipelines. In particular, pre-processing steps are usually not bijective
in structured problem domains, and an attack against an ML model often does not
transfer directly to an attack against the system using that model [82, 84]. For this,
an adversary must also find an input that manipulates the ML model and a suitable
input in the underlying problem domain. Also, real-world adversaries are not bounded
by the magnitude or the type of their modifications, whereas the literature often makes
such assumptions. Finally, and most importantly, the goal of an adversary is typically
not to attack an ML component itself but leverage a vulnerability in such a component
to an attack against the enclosing system. As a consequence, commonly studied threat
models do not sufficiently express the knowledge, capabilities, and goals of practical
adversaries.

In this work, we investigate the security of machine learning from a systems security
perspective. By considering the ML model as part of a system, we can explore the
increased attack surface of practical systems but also analyze how such systems can be
secured.

From a defender’s point of view, it can also be an advantage to consider an ML
model in a larger context. It is challenging to secure generic ML models against all
possible attack vectors — demonstrated by the vast body of literature on attacks [e. g.,
11, 99, 38, 77, 78, 12, 87] and (broken) defenses [e. g., 19, 20, 17, 108, 79]. By considering
the context of the deployment, we can focus our efforts on relevant classes of attacks
and appropriate defenses. For example, when there is no data flow from the input of
the system to an ML component, an attack against the integrity of a model might not
be possible and does not need to be considered. Likewise, if there is no data flow from
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an ML model outside the system, we might not have to worry about privacy leakage
attacks. Furthermore, knowledge about the problem domain can be used to make a
model more robust for a specific application. This is akin to a white-list approach in
computer security. Rather than defending against all possible inputs, we restrict the
inputs to classes of known inputs.

We start our investigation and study an attack against a practical ML system to
understand how an adversary can leverage a vulnerability of an internal ML component
to an attack against the system itself. As a practical example, we consider systems
for automatic paper-reviewer assignments [23, 81]. Such systems are now regularly
employed in various scientific fields to support the academic reviewing process and help
the program chair of an academic conference or the editor of a journal to find a suitable
match of submissions to a group of reviewers. Internally, these systems rely on machine
learning for topic modeling [13, 28, 48] to extract and represent both reviewers as well
as submissions with representative high-level topic vectors, which are used to measure
their similarity and to facilitate a good assignment. However, by using machine learning,
these systems become vulnerable to manipulations. To demonstrate this, we consider
an adversary that adapts its submission to mislead the topic modeling component and
selects its reviewers. This is challenging since the topic modeling component is used only
internally and is, therefore, not directly exposed by the system. Hence, the adversary
cannot directly modify inputs in the input space or feature space of this component but
only make modifications in the problem space of the system (i. e., the system expects
PDF files as input). Furthermore, even if the adversary has complete control over
the output of the topic modeling component, changing the system’s output (i. e., the
assignment) is not straightforward because of concurring reviewers and submissions.
To address both of these issues, we propose a novel optimization strategy that operates
simultaneously in the feature space of the topic modeling component and the problem
space of the system. To guide the optimization, we use the system’s output as an oracle
for the attack. This allows us to integrate constraints among spaces and effectively craft
adversarial submissions.

Second, we consider the security of an ML system from the perspective of a defender.
ML systems are applied in a specific context, and we can use domain-specific priors
to improve their robustness against attacks. As a practical example, we consider voice
assistants, which use ML to transcribe spoken content from raw audio signals into text.
The internal speech recognition component is vulnerable to hidden commands injected
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1 Introduction

into inconspicuous audio signals such as news broadcasts, music, or birds twittering.
In particular, an adversary can slightly perturb an audio signal to fool the system
into transcribing arbitrary target transcriptions or mounting a denial of service attack
which cancels out any transcriptions. The perturbations themselves are unobtrusive
and barely noticeable for human listeners [21, 89, 87]. Under a realistic threat model,
such an attack is always possible as practical adversaries must be assumed to have full
control over the input to the system. Hence, in the worst case, the adversary needs
to make more significant changes to the input. This again highlights the mismatch
between adversaries usually studied in the literature (with bounded perturbations) and
real-world attacks. Therefore, rather than preventing the attack in any circumstance,
we focus on making the attack noticeable. In this case—while still viable—the attack
loses most of its malicious potential. The vulnerability in the recognizer stems from
a mismatch between the expectations of a human listener and the inner workings of
the system [49], and our goal is to align these better. First, we use a model of the
human auditory system [50] to identify and filter parts in the input to the system that
are inaudible to humans. Intuitively, these parts should not contribute any information
to the recognizer. They do, however, provide space for an attacker to hide adversarial
noise [118, 89]. Second, speech recognition systems typically expect an audio signal
with a frequency range of 0 − 8000Hz. As the task of the system is the transcription
of spoken content, we can further reduce the attack surface by restricting the audio
signal to frequencies that carry human voice, which are approximately between 300−
5000Hz [72]. By combining both of these insights, we systematically remove hideouts
in the signal for an adversary and force an attack into audible ranges. Our evaluation
shows that this approach is effective, and we find that inputs computed by a strong
adversary are of poor quality and are easily distinguishable from benign audio inputs.

Finally, we take a step back and consider the lifecycle of an ML system. Computer
systems often run for extended periods of time and are continuously updated and
maintained. This also affects internal ML models, which are updated, e. g., with new
training data points. Recall that the goal during training is to generalize structure
from the training set about the problem domain. For an ML model to perform well
on real-world inputs during deployment, this training data must resembles inputs later
observed by the model as closely as possible. For this reason, in many cases, ML
models are trained on data points directly shared by users of a system (e. g., the
speech recognition component of a voice assistant might be trained on recordings from
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users of the system [88]). The collection and usage of such data is strictly mandated
by regulations like the GDPR [1], CCPA [2], or PIPEDA [3]. Among others, these
regulations govern the right to be forgotten and, in particular, entitle individuals to
self-determine the possession of their private data and also compel a deletion. However,
fulfilling such a deletion request can be problematic when the data is used for training
an internal ML component. ML models are prone to memorization [31, 15] and can
leak information about individual training data points [18, 62]. Consequently, it does
not suffice to delete a data point from the training set, but a model trained on this set
also needs to be updated. This can be done using machine unlearning, which removes
data points from the training set of an ML model after training [14, 40, 110]. However,
a dishonest service provider might not unlearn a data point faithfully to avoid the
computational costs associated with updating a model [14, 40], or they might not be
willing to pay the cost of degradation in model utility [35, 92]. Therefore, our goal is
to make this unlearning verifiable from a user’s perspective. For this, we cannot solely
consider the ML model in isolation but must capture consistency across model updates
and evolving datasets (i. e., we need to consider the history of the system using the
model). This is to prevent a data point from being re-added at a later iteration of a
model. Moreover, the contribution of a data point (towards model parameters) can be
approximated from other entries in a dataset, and model parameters can be identical
when trained with or without a data point [104, 95]. Hence, any approach that verifies
that the influence of an unlearnt data point is absent from the processed parameters
is insufficient. To account for these challenges, we formulate unlearning as a security
problem with a formal framework and propose an algorithmic approach for verification.
In this framework, we instantiate a generic protocol for verifiable unlearning using
methods from verifiable computation (such as SNARKs [42, 93]) and hash chains. We
prove the security of this protocol based on cryptographic assumptions and practically
implement and evaluate the main building blocks for different unlearning mechanisms
from the literature.

Thesis contributions. In summary, we make the following key contributions:

• Feature-problem-space attacks. We study the increased attack surface of ML sys-
tems inherited by internal ML components. We consider a practical scenario and
construct an attack against a system for automatic paper-reviewer assignments.
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1 Introduction

This attack is based on a novel optimization strategy that operates simultane-
ously in the ML component’s feature space and the system’s problem space.

• Domain-specific priors. We discuss a principled approach to increase the robust-
ness of ML components within a system by integrating application-specific priors.
As a practical example, we consider the task of automatic speech recognition. We
utilize domain-specific knowledge to better align speech recognition systems with
human expectations. This augmentation forces an adversary into audible ranges.

• Security beyond the model. Verifiable machine unlearning cannot be solved by
naive one-shot approaches. Moreover, it requires proving that the unlearning
algorithm was executed; otherwise, the user will not know that their point was
indeed deleted. To capture this, we propose an algorithmic approach and a formal
security definition. Under this definition, we construct a generic instantiation and
prove its security.

Structure of thesis. This thesis is divided into two parts. This first part serves as
an introduction to the security of ML systems. The upcoming Chapter 2 introduces the
necessary background on machine learning and its properties in adversarial environ-
ments. In Chapter 3, we start by introducing ML systems and discuss salient concepts
of how the inclusion of ML components affects the security of the system. Our discus-
sion then revolves around three case studies — each highlighting a significant concept
of systems-level attacks and defenses. Finally, we conclude our introduction in Chapter
4 and discuss potential directions for future work. The publications underpinning the
first part are provided subsequently in the second part in appendices A to C.
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Background

This thesis investigates the security of systems that internally rely on machine learning
components. As a basis for this, we require background on machine learning and its
properties in adversarial environments, which we want to introduce in the following.
We start with a short overview of machine learning, focusing on supervised models
that are widely used in practice. Based on this, we continue to discuss attack vectors
enabled by the underlying learning paradigm. For this discussion, we will focus on
adversarial examples as an example of how we can study the worst-case performance
of a model. This will lead us to the notion of adversarial robustness and limitations of
current countermeasures. Finally, we briefly introduce different threat models used in
the literature.

2.1 Machine Learning

A machine learning system is not programmed explicitly but learnt from a set of data
points or dataset. Many different learning paradigms and problem classes exist, but
fundamental principles may be best illustrated with supervised machine learning to
solve regression and classification tasks. In supervised machine learning, the goal is to
learn a mapping between a space of inputs and a space of outputs based on labeled
training examples. Other notable learning paradigms include unsupervised learning,
when the training data is not labeled, and reinforcement learning where the goal is to
learn an agent’s policy interacting with its environment.
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2 Background

Supervised machine learning. Supervised machine learning is the process of learn-
ing a parameterized function mΘ (often called a model) that can predict an output
(from the space of outputs Y) given an input (from the space of inputs X ):

mΘ : X → Y .

For a regression problem we want to predict a real-valued scalar y ∈ R given an input
vector x ∈ Rn. This can be done with a linear regression model where mΘ is of the
form

ŷ = w1 · x+ w0,

with parameters Θ = (w1, w0) ∈ Rn×R. In a classification task, the output or prediction
would take a discrete value ŷ ∈ [1, . . . , c] (i. e., one of c classes) or might describe a
probability distribution over all classes. For example, in binary classification, we can
use a logistic regression model

ŷ = σ(w1 · x+ w0),

that can predict the probability of x belonging to one of two classes. The difference to
linear regression is the sigmoid function σ defined as

σ(t) =
1

1 + e−t
,

which projects the output of the model between [0, 1]. Parameters of the model need
to be carefully chosen such that the output forms the required probability distribution.

Deep neural networks. Both linear and logistic regression are fundamentally lim-
ited as they can only express linear relationships between the input and the output.
Therefore, more complex models, such as Deep Neural Networks (DNNs), are often
considered. DNNs are networks of neurons arranged in layers inspired by biological
neural networks. The first layer is the input layer, followed by several hidden layers,
and finally, the output layer. In the case of a fully-connected network with K layer as
depicted in Figure 2.1, the k-th layer has sk neurons which are parametrized by weights
w

(k)
i,j for k > 1 and describe the pairwise connection strength between the i-th neuron in

layer k−1 and the j-th neuron in layer k. The model parameters follow as the set of all
weights, i. e., Θ = {w(k)

i,j } with i, j, k as defined before. The output of the model is com-
puted from left to right. The input layer contains one neuron for each input value, and
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2.1 Machine Learning

Figure 2.1: Deep neural network. Neural network with one hidden layer and two input
and output neurons each. This is an example of a full-connected neural network as each
neuron in a layer depends on all neurons of the previous layer.

in this first layer, each neuron outputs its input value, i. e., a(0)j = xj ∀j ∈ {1, · · · , s1}.
In each following layer k, the j-th neuron computes

â
(k)
j = w

(k)
0,j +

sk−1∑
i=1

a
(k−1)
i · w(k)

i,j ,

which is fed into a non-linear activation function such as the sigmoid function σ. This
step is crucial to introduce non-linearities in the learnt mapping. The output or acti-
vation value of a neuron follows as a

(k)
j = σ(â

(k)
j ) . Finally, the outputs of all neurons

in the final layer are outputted, i. e., yj = a
(K)
j ∀j ∈ {1, · · · , sK}.

Fully-connected networks are built on the intuition that each layer builds on the
computation of previous layers, which allows them to represent complex relationships.
They serves as a foundation for many specialized architectures such as Convolutional
Neural Networks (CNNs) [60], Recurrent Neural Networks [86], or Transformer Mod-
els [109]. In general, there is no universally optimal architecture [111], and the choice
depends on the nature and complexity of the mapping that needs to be learnt.

Training an ML model. Once a model mΘ is selected, we need to find suitable
parameters Θ. The training aims to learn these parameters from a finite dataset D :=

{d = (x, y) ∼ D} with D being the true data distribution. To assess a particular set
of parameters, we use a loss function l : Y × Y → R+, mapping the models predicted
and the true output to a positive number that represents the quality of the model’s
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2 Background

prediction. A common choice for regression problems is to use the mean squared error
loss, while the cross-entropy loss is often used for classification problems.

Regardless of the specific loss function, the goal is to find a model mΘ that minimizes
the following risk:

R(mΘ) := E(x,y)∼D[l(mΘ(x, y))].

In other words, we are looking for parameters Θ where the expectation over the loss
is minimal; thus, the model makes the least mistakes. Unfortunately, the true data
distribution D is usually unknown. Therefore, in practice, we approximate this quantity
with a finite dataset D which leads to the empirical risk:

R̂(mΘ, D) :=
1

|D|
∑

(x,y)∈D

l(mΘ(x, y)).

Equipped with this definition, we can now proceed to train model parameters Θ.
This can be done with Stochastic Gradient Descent (SGD). The idea behind SGD is
simple: We start with randomly initialized parameters Θ and iteratively improve upon
them. In each step, we consider a data sample (x, y) ∈ D. For this data point, we first
compute the model’s prediction ŷ = mΘ(x) and loss value l(ŷ, y). We then compute
the derivative from this loss value with regard to the model’s parameters Θ, which can
be summarized by the gradient vector ∇Θl(mΘ(x, y) (i. e., each entry of the gradient
corresponds to the derivative of one entry in Θ). To reduce the loss of the model on
data point x, we subtract the gradient from the current model parameters:

Θ := Θ− η · ∇Θl(mΘ(x, y)).

To control the learning rate in each step, a scalar value η is used. Multiple passes
(called epochs) are often repeated through the dataset until the risk is sufficiently low.
Note that for this assessment, we cannot use the same dataset as model parameters
are prone to overfitting to a specific data set. Instead, we use a test set sampled from
the same underlying data distribution D, which is used to estimate the true risk. The
full process of training can be described as

Θ := Θinitial +
∑
e∈[E]

∑
d∈D

Λe,d,

with E being the number of epochs and Λe,d the update on the model’s parameter from
data point d in epoch e. In practice, this approach is often extended to batches of data
points to reduce each update’s variance, and regularization terms are added [37].
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2.2 Adversarial Machine Learning

2.2 Adversarial Machine Learning

The paradigm of learning from data introduces a new attack surface as learnt models
might contain blind spots (e. g., when there is not enough support in the data for
certain edge cases), or an adversary might exploit the very nature of training to embed
backdoors in the learnt model. In general, we can divide attacks into the three classical
security goals: confidentiality [105, 52, 67], integrity [99, 38, 49], and availability [85,
95, 96] attacks but also new attack vectors emerge, such as attacks against a model’s
privacy [74, 4, 26] or fairness of model predictions [29, 116, 46].

Adversarial examples. Most prominent are integrity attacks during inference, which
we want to discuss in the following for the setting of the classification task. Here, the
adversary computes an input that fools a model into outputting a false prediction. This
modified input is referred to as an adversarial example. The very existence of such in-
puts is not surprising, as every function can be manipulated when controlling the input.
What is special about adversarial examples, on the other hand, is their effectiveness:
minor modifications of an input often already suffice to have full control over a model’s
output which highlights the brittleness of current ML models in worst-case scenarios.

Formally, our goal is to find a vector δ that perturbs an input x such that mΘ(x) 6=
mΘ(x + δ). This can be done with the same approach as used during training, but
instead of minimizing the loss, we maximize it for a specific input point. To control
the modification δ, we define a perturbation set ∆ of allowed modifications. A common
choice for ∆ is, for example, to consider an Lp-ball around the input, e. g., ∆ := {δ :

||δ||∞ ≤ ϵ} for small ϵ with ||t||∞ = max
i
|ti|. The attack objective can then be described

by:

maximize
δ∈∆

l(mΘ(x+ δ), y).

We can further extend this strategy to targeted attacks where the goal is not only a
misclassification but also to choose the target label ytarget:

maximize
δ∈∆

l(mΘ(x+ δ), y)− l(mΘ(x+ δ), ytarget).

This optimization simultaneously tries to maximize the distance to the correct label
while minimizing the distance to the target label.
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2 Background

Adversarial robustness. Fundamentally, these attacks result from the way a model
is trained. In particular, the goal during training is to minimize the (empirical) risk
as introduced above and a model only gains robustness against naturally occurring
perturbations (e. g., different lighting conditions for an image classifier). Adversarial
examples, on the other hand, are worst-case perturbations specifically computed to
move input samples across learnt decision boundaries.

As a consequence, adversarial examples can be considered as out-of-distribution sam-
ples from the underlying data distribution. Hence, to improve resilience against such
outliers, a possible approach is to detect malicious inputs prior to feeding them into
the model. Indeed, Grosse et al. [41] showed a significant statistical difference between
natural and adversarial inputs. However, once an adversary is aware of a particular
detection mechanism, it proved very difficult in practice to prevent the adversary from
factoring this into the computation and bypassing the filter [19].

As an alternative approach to detection, it is possible to make the model itself more
robust and modify the training goal to take adversarial perturbations into account
explicitly. This can be formalized with the adversarial risk [66]:

Radv(mΘ) = E(x,y)∼D[max
δ∈∆

l(mΘ(x+ δ, y))],

and analogously the empirical adversarial risk

R̂adv(mΘ, D) =
1

|D|
∑

(x,y)∈D

max
δ∈∆

l(mΘ(x+ δ, y)).

In this definition, we obtain a model that gains robustness against all possible per-
turbations from a perturbation set ∆. This optimization criterium is, for example,
implemented as adversarial training [38, 66, 113] and was shown to successfully im-
prove the robustness of the learned model. Interestingly, robust models are often less
accurate than their normally trained counterparts as these need to generalize better
on so-called robust features. On the other hand, a model can use any available signal
in the data during standard training [49, 106].

Threat model. To systematically study the security of ML models in adversarial
environments, we assume a threat model that summarizes the capabilities, knowledge,
and goals of an adversary:
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2.2 Adversarial Machine Learning

• Goal. The goal describes the objective of an attack. As discussed earlier, for ML
models, an attacker might undermine a model’s confidentiality, integrity, avail-
ability, privacy, or fairness. The goal also reflects whether an attack is untargeted
or targeted.

• Knowledge. Adversaries can be distinguished by the amount of knowledge they
have on the target model. For example, whether an adversary has access to a
model’s parameters Θ or its training data D. Depending on this, adversaries
are typically classified as white-box with full access, black-box with no access, or
grey-box for everything between.

• Capabilities. With the capabilities of an adversary, we can describe its abilities to
interact with the target. For example, which parts an adversary can manipulate
(e. g., inputs to the trained model or the training data) or the magnitudes of
modifications (i. e., the perturbation set we assume).

Explicitly defining the threat model allows to make specific claims about the security
of a model with respect to the assumed adversary. For example, with adversarial train-
ing, a model gains robustness to adversaries restricted by their capabilities defined with
the perturbation set. Importantly, this generally does not allow claims for adversaries
not covered by the threat model. Therefore, it is critical that the threat model matches
real-world adversaries as closely as possible. Unfortunately, prior work often assumes
threat models that are too restrictive or do not align well with the goals of real-world
adversaries. In the remaining work, we will investigate this observation in detail and
consider the security of machine learning from a practical perspective.
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Security of ML Systems

We proceed with our discussion about the security of ML systems. These systems
internally rely on machine learning components as part of their computation pipeline.
Figure 2 depicts a high-level overview of such a system. In general, ML systems are the
common way to deploy ML models in practice since underlying models can usually not
be used in isolation [9, 90]. For example, an ML model used for detecting pedestrians
might be embedded in a larger system of an autonomous vehicle [71]. This system might
record a camera feed and uses the ML component only to classify the camera data. An
antivirus program might use an ML component as part of a triaging pipeline [98, 54, 34].
Here the system’s output might only be the final result: whether the input is benign
or malicious. Smartphones use machine learning for face or fingerprint recognition to
authenticate their users and many more [102, 39, 8].

By using machine learning, these systems inherit the attack surface of internal ML
models, which makes them vulnerable to attacks against these. But, extending an
attack from an ML model to an attack against the system is more complex. The
output of a system might not be the output of the ML component; likewise, an input
can be pre-processed by a larger pipeline. Hence, an adversary might only have limited
feedback from the output of the ML component or only limited control over the input.
Moreover, the functionality of the system itself could be unknown. Systems can be
composed of several components with complex information flows between them. Most
critically, however, the goal of an adversary is usually not to attack an ML model
but leverage such an attack against the enclosing system. Consequently, compared to
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Figure 3.1: ML System. An ML system uses machine learning internally in a subcomponent.
This component is not programmed explicitly but learnt from a set of training data points.
As the system also uses non-ML functionality, inputs to the ML this component might differ
to the input to the overall system and the system output might differ from the output of the
ML component.

attacking an ML model in isolation, adversaries against ML systems differ in their
capabilities, knowledge, and goals.

In the following, we want to categorize and discuss such differences in more detail
and when the system perspective might even be an advantage to fend off an attack.
Subsequently, we consider three different case studies to highlight salient concepts
further.

Additional constraints. ML models expect inputs from their input space. In an ML
system, we therefore need to convert the inputs from the system prior to feeding it to
an ML component. This conversion is facilitated with a feature extractor that projects
inputs from a systems problem space into a vector of a models feature space (i. e., its
input space). Feature extractors can be very simple (e. g., taking an image’s grey scale
pixel values) but can become very complex (e. g., parsing a malware executable file into
high-level features).

Most prior works on the robustness of ML models focus on attacking models in their
feature space. The conversion from the problem space into the feature space, however,
needs to be considered for an attack against the system. Unfortunately, the mapping
between spaces is usually not bijective as multiple inputs might map to the same feature
vector, and not every feature vector can be realized in the problem space [82, 84]. In
Section 3.1, we analyze in detail how an adversary can integrate such constraints into an
attack that simultaneously considers both the feature space and problem space. This
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case study considers a real ML system used for paper-reviewer assignments during
the academic reviewing process. Interestingly, the mapping can also be used as an
attack vector. For example, in image-scaling attacks, an adversary can manipulate an
image to change its appearance after being downscaled during the pre-processing of an
image classifier [83], or unintelligible commands can be hidden in an audio signal and
uncovered by the signal processing of a speech recognition system [5].

From the side of a defender, it can be beneficial to consider the entire computation
pipeline and not only the feature space to improve the robustness of the ML component.
By considering the problem space, it is possible to add constraints on the feature ex-
traction. This can be in the form of domain-specific knowledge, e. g., we add restrictions
to the input space of the ML model to reduce the attack surface of a model. We inves-
tigate this in Section 3.2 and look at the robustness of automatic speech recognition.
We consider a model of the human auditory system to restrict the feature extraction
from audio signals to ranges that are audible for human listeners. We demonstrate that
this forces an adversary into audible ranges, significantly reducing the attack surface.

Information flow. An implicit assumption of feature-space attacks is that an ad-
versary has complete control over the input and output of the targeted model. The
problem-feature-space conversion is one example where this might not hold when con-
sidering a model in a larger context. Furthermore, from a system’s point of view, it
might be possible that there is no connection between a system’s and the model’s input
(e. g., when an ML component is solely used internally [90]). This allows a defender to
rule out complete classes of attacks by tracking the information flow between compo-
nents. This is especially important as defending the ML model against every possible
attack is generally infeasible, and countermeasures are expensive to deploy [97, 25, 107].

Lifecycle of a system. Prior work often implicitly assumes static models trained
once on a fixed training set. However, this assumption does not hold in practice where
the underlying data distribution might shift, and model’s need to be continuously
updated. Consider, for instance, an ML system for malware detection where the internal
model needs to keep up with novel attack vectors. On the one hand, this can add
uncertainty to an attack [94] since a particular model variant might be unknown to
the adversary. On the other hand, this can also further increase the attack surface. In
particular, an ML model can “forget” about old data points, known as catastrophic
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forgetting [55], and thus become less confident and more vulnerable to inputs from this
region.

Furthermore, a service provider might collect data during the runtime of a system.
Adding this data to the training set of an ML model can address distribution shifts and
generally improve the alignment between the training data and data observed during
runtime. Section 3.3 considers the scenario where a service provider might be legally
compelled to remove such data samples. Specifically, we focus on the case that data
points were used for training an ML model, and a service provider is required to update
the ML model to remove any influence of this data. To capture the consistency of model
updates and evolving datasets, we must also consider a system’s history.

3.1 Feature-Problem-Space Attacks

Equipped with this overview, we now want to focus our attention on three concrete
case studies for attacking and defending ML systems. Recall that an adversary against
an ML system needs to consider the whole processing pipeline, and an attack against
an internal ML model is just one piece of a successful attack. In the first case study, we
therefore want to understand how we can practically leverage a vulnerability within an
ML subcomponent for an attack against the enclosing system. As an example, we will
consider assignment systems as they are now increasingly used during the academic
reviewing process. They are an excellent example since they internally rely on machine
learning as a subcomponent and work on PDF files requiring non-trivial pre-processing.

Paper-reviewer assignments. The task of the assignment system is to match a
set of reviewers R with a set of submissions S in a way to optimize the similarity
between reviewer and submissions while achieving a balanced assignment (i. e., each
submission should be assigned to Lx reviewers and each reviewer should review at most
Lr submissions). These systems use machine learning to distill the expertise of reviewer
and the contents of submissions to facilitate a good match. For this, each reviewer
r ∈ R is represented by a set of selected publications Ar. With these archives and the
set of submissions, the assignment is roughly divided into three steps [81, 23]:

• Text pre-processing. Assignment systems typically work on PDF documents
as their inputs. The first step is to convert such a PDF document z from the
problem space Z of a system into a vector representation x from the feature
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space F amenable for further computations. Therefore, a text extractor (such
as pdftotext) is used to extract text from the PDF file z. The extracted text
is then (1) tokenized into individual words, (2) numbers or stop words that do
not carry much meaning (e. g., the, a, . . . ) are removed, and (3) only word stems
are considered (e. g., attacker, attack, attacking, . . . are mapped to the same
stem attack). This tokenization and normalizations steps are summarized by a
preprocessor function φ. After that, the normalized words are converted into
a vector representation using a feature extractor ϕ by counting the number of
occurrences of words from a vocabulary V (i. e., a bag-of-words). The result of
this pre-processing is a vector x ∈ N|V|.

• Topic modeling. The key to the assignment is the automatic extraction of high-
level topics from these word vectors. Formally, a word vector x is mapped to a
low-dimensional topic vector θx from a topic space T :

Γ: N|V| −→ T , x 7→ θx.

A common instantiation for Γ are unsupervised topic modeling techniques such
as the Latent Dirichlet Allocation (LDA) [48, 13]. LDA assumes a generative
probabilistic process that creates a set of documents representing each document
by a random mixture over a set of latent topics. Training a LDA model on a corpus
of documents allows one to discover this topic space automatically. Moreover,
we can use the model to infer the implicit topic vector from a new document.
Intuitively, similar documents are “close” in this topic space and, thus, allow us
to measure their similarity using this representation.

• Paper-reviewer assignment. Using the extracted topics, a similarity score br,x

between a reviewer r ∈ R and a submission x ∈ S is computed by taking the
dot-product of their topic vectors

br,x := Γ(Ar) · Γ(x)⊤.
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This score is high when topic vectors share many topics and low otherwise. Based
on the pairwise similarity, we can then compute a ranking of reviewers for each
submission and formulate the final assignment A as

maximize
A

∑
r

∑
x

br,x · Ar,x

subject to Ar,x ∈ {0, 1} ∀r,x∑
r

Ar,x ≤ Lx ∀x and
∑
x

Ar,x ≤ Lr ∀r,

with load constraints Lx and Lr as defined above [101].

Adversarial papers. We consider an adversary that, given a submission z, aims to
find a submission z′ which gets assigned a targeted set of reviewers in A. Therefore,
we assume that the adversary modifies z to manipulate the topic model and move
the submissions similarity closer to selected and farer from rejected reviewer, which
subverts assignment A. To highlight the difference to a classical attack against the
ML model itself, let us further assume that the adversary has full control over the
topic vector (i. e., they can attack the ML model in its feature space). In this case, the
adversary still needs to overcome two important challenges: First, (1) they need to find
a topic vector that results in the targeted assignment (i. e., manipulate the output of
the system), and second, (2) find an input in the problem space of the system (i. e.,
a PDF file) that is mapped to the corresponding feature vector inputted to the topic
model. Both steps are non-trivial as they depend on the relationship between different
reviewers on the final assignment and the mapping from the input to the system and
extracted word counts. To address this, we consider a hybrid optimization strategy
that uses the system’s output as guidance for the attack and alternates between the
feature space F of the topic model and the problem space Z of the system as depicted
in Figure 3.2. In the following, we describe the attack individually in feature space
respectively problem space and then introduce the combined optimization problem.

Feature-space attack. Let x be the extracted word counts from submission z. In the
feature space, we want to manipulate reviewers Rx assigned to z and, more specifically,
select and reject arbitrary reviewers from Rx. Formally, we define two sets, Rsel and
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Figure 3.2: Feature-problem-space attack. Given an initial submission z, the goal is to
find a submission z′ that gets assigned the target reviewers. In the first step ¶, the submission
is converted into a word vector x in feature space. The feature-space attack modifies this
vector to change assigned reviewers (step · and ¸). Using the problem-space attack, the
modifications are projected back into the problem space (step ¹). Due to side effects and
limitations of transformations, the submission shifts in problem space. Therfore, the attack
is repeated from this new starting position until it is successful (º–¼).

Rrej . Our goal is to find a modification vector δ ∈ F such that the modified submission
vector x′ = x+ δ fulfills

r ∈ Rsel ⇒ r ∈ Rx′ , and

r ∈ Rrej ⇒ r /∈ Rx′ , ∀r ∈ R.
(3.1)

To restrict the amount of modifications, we further require ||δ||1 ≤ Lmax
1 and ||δ||∞ ≤

Lmax
∞ . The former allows to restrict the absolute number of modifications to the sub-

mission, and the latter prevents individual words from being added or removed too
often, which might raise suspicion. Based on Equation 3.1, an adversary needs to make
changes in the latent topic space defined by the underlying topic model. This is diffi-
cult as topic vectors are computed as an expensive and, more importantly, probabilistic
simulation procedure. Thus, typical gradient-style attacks are not applicable. Further-
more, Zhou et al. [119] showed that manipulating—when formulated as a combinatorial
problem—is NP-hard.

To address this, a common approach would be to replace the inference procedure
with an efficient approximation such as a neural network [47, 117]. However, such ap-
proximations unavoidably introduce noise in the inferred topic vectors [119]. Critical, in
our setting, submissions need to be maneuvered very carefully in the topic space. Con-
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sider, for example, the case with two reviewers, r1 and r2, that share most topics (i.e.,
Γ(Ar1) ≈ Γ(Ar2)). Increasing the similarity between r1 and the submission inevitably
also increases the similarity to r2. Factoring this in requires very precise estimates of
the topic vectors.

For this reason, we use a different approach and rely on a stochastic beam search
guided directly by the output of the topic model. This allows us to work on the exact
topic vectors and efficiently navigate the submission through the topic space. In each
step of the search, we create a set of candidate submissions by adding and removing
words from the feature vector. These candidates get rated using the ranking outputted
by the assignment system, and the search is continued with the top candidates. This
allows us to integrate the target assignment into the optimization objective, and the
result are modifications δ such that x′ = x+ δ fulfills Equation 3.1.

Problem-space attack. In the second part of the attack, modifications δ need to be real-
ized in the problem space. Therefore, we modify the PDF file to add and remove words
from the extracted feature vector. For this, we define problem-space transformations

ω : Z → Z , z 7→ z′,

that allow introducing modifications to the extracted word counts x. We consider three
different classes of transformations: format-level transformations that hide modifica-
tions directly in the PDF format, encoding-level transformations that exploit the text
encoding (such as the substitution of characters), and text-level transformers that only
work on the visible text (e. g., we include paragraphs of text sampled from a language
model or replace words with a synonym).

In general, format-level transformations are the most capable but—once detected—
are typically not deniable. In contrast, text-level transformations only perform changes
to the visible text and can thus be plausibly deniable. However, as these transfor-
mations are visible, we need to introduce an additional attack budget that trades off
conspicuousness with the ability to introduce modifications. For example, it might be
suspicious if too many spelling mistakes are added. To understand if resulting submis-
sions remain unobtrusive for a given budget, we perform a user study (cf. Appendix
A). In this study, we observe that human reviewers generally struggle to differentiate
between naturally occurring noise in the submission (e. g., a spelling mistake or redun-
dant references) and the modifications introduced by our transformations. The total
detection precision of 33% further underlines this with a recall of only 8%.
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Using the transformations, we can define a chain Ω = ωk◦· · ·◦ω2◦ω1 that successively
transform the targeted submission into an adversarial paper. We require that this trans-
formations preserve the semantics and plausibility such that the submission remains
meaningful and modifications remain inconspicuous. We summarize these constraints
as Υ and write Ω(z) |= Υ if a chain of transformations Ω fulfills these constraints.

Problem-feature-space attack. Combining both constraints from the feature space and
the problem space, we arrive at the following optimization problem:

r ∈ Rsel ⇒ r ∈ Rx′ , and

r ∈ Rrej ⇒ r /∈ Rx′ , ∀r ∈ R

subject to ||δ||1 ≤ Lmax
1 and ||δ||∞ ≤ Lmax

∞ ,

Ω(z) |= Υ

(3.2)

with x = ϕ ◦ ρ(z), x′ = ϕ ◦ ρ(Ω(z)), and δ = (x′ − x). We design a novel optimization
strategy alternating between the problem space in the feature space attack. Figure 3.2,
depicts an overview of this strategy. The adversary starts the attack by converting the
original submission into the feature space of the topic model (step ¶). Subsequently,
the feature-space attack computes a modification vector (step · and ¸). Using the
problem-space attack, these modifications are mapped back into the problem-space
(step ¹). Due to side effects and limitations of transformation, the submission un-
avoidably shifts in the discrete problem space. Therefore, we continue the search from
this new position until the attack is successful (step º–¼). The full attack is described
in Appendix A. Our analysis shows that it is effective to subvert the assignment of an
automatic system.

3.2 Domain-Specific Priors

In the previous case study, we discussed a principled approach to integrate problem-
space constraints into an attack against ML systems. Now, we want to switch sides and
investigate how to use information about the problem space to make a system more
robust. As a practical example for this investigation, we focus on voice assistants. They
enjoy increasing popularity and are integrated as personal assistants into our smart-
phones, cars, or as stand-alone devices at home. Voice assistants continuously listen in
their environment for spoken commands to perform different tasks such as controlling
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music, sending personal messages, or as the control center of a smart home. Internally,
they use ML to transcribe spoken content into text, interpreted as commands.

Our particular interest is in the robustness of this speech recognition component,
which we want to improve by embedding domain-specific knowledge about speech.
Speech recognition is an ideal example because the properties and limitations of the
human auditory system are very well studied. In practice, there are different architec-
tures of speech recognition pipelines. We focus on hybrid architectures deployed, for
example, in Amazon Alexa [89] or Sonos Voice Assistant [7]. In this case, the speech
recognition component consists of three parts:

• Feature extraction. The input to the speech recognition component is a raw
audio wave. This signal is pre-processed into a high-level feature representation in
the first step. Therefore, the input waveform is divided into overlapping frames,
and each frame is transformed with a Discrete Fourier Transform (DFT). Fea-
tures are then given, e. g., as log-scaled magnitudes of the DFT-transformed
signal.

• Acoustic model DNN. In the next step, a deep neural network predicts the
probabilities for distinct speech sounds (i.e., phones) in each frame. The phonetic
description, together with their context, are described by a language model. Thus,
the DNN outputs the most likely state in this language model rather than directly
predicting phones.

• Language model. Finally, given all outputs from the neural network, the lan-
guage model is used to decode the most probable transcription. For this purpose,
dynamic programming algorithms (e. g., Viterbi decoding [32]) are used to find
the most likely path in the language model.

Hidden commands. In a voice assistant, the speech recognition component is di-
rectly exposed to an adversary as the component works on the raw signal. This makes
voice assistants vulnerable to audio adversarial examples computed against this com-
ponent. An adversary can inject hidden commands into an audio signal, which are
inaudible for human listeners but let the speech recognition model hallucinate arbi-
trary transcriptions. For example, an adversary can use unsuspicious signals such as
music or birds twittering and add slight noise to this signal. The modified signal sounds
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benign for humans, but the system transcribes an adversary-chosen target text with
high confidence [21, 89, 87].

Alignment from human and system. Such attacks with audio adversarial exam-
ples are difficult to fend off. In practical scenarios, we must assume that an adversary
has full control over the input. Consequently, an adversary can always succeed; in the
worst case, they have to change the complete input. However, at a certain level of mod-
ifications, an attack becomes noticeable, diminishing its malicious potential. Therefore,
we want to look at audio adversarial examples from a different perspective: When we
accept that adversarial examples exist, what else can we do? The main problem with
current attacks is that they can be carried out inconspicuously, pointing at the mis-
match between the inner workings of the system and the human auditory system. To
bridge this gap, our goal is to align the system with the auditory system better. In
other words, we want to make the attack audible.

Psychoacoustics. We base our construction on psychophysics, and, in particular,
we are interested in the subfield of psychoacoustics, which allows us to describe the
limitations of the human auditory system [120]. This allows to identify and remove
ranges of the audio signal which are inaudible for humans and thus should not carrier
relevant information for the transcription. Furthermore, the task of the speech recog-
nition system is to transcribe spoken content. Thus, we can restrict the bandwidth of
the input to those frequencies that carry human voice. More formally, we augment the
speech recognition pipeline by adding two filtering steps:

Psychoacoustic filtering. For our construction, we use the psychoacoustic hearing thresh-
olds from the MPEG-1 psychoacoustic model [50]. These thresholds define how de-
pendencies between certain frequencies mask other audio signal parts. Intuitively, these
parts of the signal should not contribute any information to the recognizer. They do,
however, provide space for an attacker to hide adversarial noise. Based on this, we
derive a mask to remove inaudible parts of the audio. We compare the absolute values
of the complex valued Short-Time Fourier Transform (STFT) representation of the
audio signal S with the hearing thresholds H and define a mask via

27



3 Security of ML Systems

Raw Audio Wave Psychoacoustic
Filtering TranscriptionSpeech

Recognition

I SOLEMNLY
SWEAR I AM UP

TO NO GOOD

Band-Pass
Filtering

Figure 3.3: Augmented system. To augment the speech recognition component, we use
psychoacoustic filtering to remove range that are inaudible for human listeners. Moreover, we
use a band-pass filter to restrict the audio signal to those frequencies used by human voice.

M(i, j) =

0 if S(i, j) ≤ H(i, j) + Φ

1 else
, (3.3)

with i = 0, . . . , I − 1 and j = 0, . . . , J − 1. We use the parameter Φ to control the
effect of the hearing thresholds. For Φ = 0, we use the hearing thresholds exactly. For
values Φ > 0, more aggressive filtering is applied, and for smaller values, we retain
more from the original signal. We then multiply all values of the signal S with the
mask M

T = S�M, (3.4)

to obtain the filtered signal T.

Band-pass filter. Secondly, the human voice frequency range is limited to a band of
approx. 300 − 5000Hz, we also add a band-pass filter to reduce the attack surface
further. This can be described as

T(i, j) = 0 ∀ fmax < j < fmin, (3.5)

where fmax and fmin describe the lower and the upper cut-off frequencies of the band-
pass.
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(c) Attack Augmented System (Φ = 12)
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Figure 3.4: Spectrograms of adversarial examples. Figure 3.4a shows the unmodified
signal, Figure 3.4b depicts the baseline with an adversarial example computed against the
unmodified speech recognition component, Figure 3.4c an adversarial example computed with
the adaptive attack against the augmented component, and Figure 3.4d shows the computed
hearing thresholds for the adversarial example.

Results. Based on these principles, we augment a system as depicted in Figure 3.3.
In Appendix B, we describe this construction in detail. The required amount of mod-
ifications that an adversary needs to introduce depends on various parameters. For
example, if only a few words need to be changed to achieve the targeted transcription,
the attack is generally easier. Also, the choice of the target utterance itself is essential.
If the corresponding signal does not include spoken content, it is much easier to force
the recognizer into an output [89] since the attack does not need to “remove” the actual
content from the transcription first.

In our experiments, we therefore consider three different types of audio signals (i. e.,
birds, music, and speech samples). Moreover, we chose the target transcription such
that it is both efficient and effective to introduce in order to decouple its influence on
the attack; that is, we are interested in “easy” attacks to understand better understand
the effect of the augmentations rather than the effect of more complex target sentences.

We observe that (1) restricting the input to those frequencies that carry human
voice can help the system to improve transcriptions (indicating that indeed unnecessary
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information is included) and (2) by removing parts of the input that are inaudible for
human we can successfully force an adversary into audible ranges which makes the
attack clearly perceivable. Figure 3.4 shows the power spectra between the unmodified
signal and an attack against the baseline and augmented systems. We observe that
adversarial examples computed against the augmented system are of poor quality and
are easily distinguishable from benign audio and adversarial examples constructed for
the baseline system.

3.3 Security Beyond the Model

For the last case study, we want to take a step back and look at the lifecycle of an
ML system. In many cases, learnt components are continuously updated, for example,
to improve their performance or to address a distribution shift between the training
data and currently observed data [44]. Recall that ML models are trained with the
assumption that statistical properties of data points used during training closely re-
semble the properties of data points the models sees during deployment. To achieve
this, in many cases, service providers collect and use data shared from users of the
system. For example, a service provider might store the interactions from a user with a
system and use this data later as part of an ML model’s training data (e. g., recordings
from a voice assistant [88]).

Machine unlearning. In practice, the collection and usage of this data is strictly
mandated [1, 2, 3]. In particular, the right to be forgotten entitles individuals to self-
determine the possession of their private data and also compel a deletion. However,
fulfilling such a deletion request can be problematic when the data is used for training
an ML model as these can leak information about their training data points [18, 62].
Consequently, deleting a data point from the training set does not suffice, but any
model trained on this set needs to be updated as well.

This can be done with machine unlearning, which allows to remove training data
points from an ML model after training. Recall that a trained model can be described
as a sum over individual model updates (cf. Section 2.1). To remove a data point d∗

from model parameters Θ, we are looking for a model with parameters Θ′ defined as
follows:
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Θ′ := Θinitial +
∑
e∈[E]

∑
d∈D\{d∗}

Λe,d.

The canonical approach to achieve this is re-training the model without the data
point d∗. Albeit computationally expensive, it has the advantage that the contribution
of a data point is completely removed from the parameters. In general, unlearning can
broadly be classified into two categories: exact unlearning (such as re-training), where
there are guarantees that the datas contribution is entirely removed [14, 16, 114, 75],
and approximate unlearning, where the guarantees tolerate some error [43, 24, 103, 10,
91, 36, 40, 110] which are often more efficient.

Verifiable machine unlearning. Regardless of the unlearning technique, verifying
that a data point is unlearnt is difficult from the users perspective. A naïve solution
might be to provide users access to the model’s parameters and ask them to locally run
influence techniques [56] to understand if their data point contributed to the model.
However, even under this strong assumption (i. e., granting access users to the param-
eters), such an approach does not suffice. Recent works demonstrate that a models
parameters can be identical when trained with or without a data point [95, 104].

The data attribution problem is far more fundamental; correlated entries in a dataset
may result in similar contributions to the models final parameters. Imagine that two
users, A and B, have the same (or even similar) data: if A requests unlearning but not
B, influence techniques indicate that data from A still affects the model, which would
be possible even if the server had unlearnt their data because the data of user B is still
in the models training set.

Therefore, to prove unlearning, we pursue an algorithmic approach. Rather than
trying to verify unlearning by examining changes in the model, we require the server
to present a proof that the unlearning was correctly executed. This proof consists of
two parts:

• Proof of training. Unlearning can only be proven with respect to a model m and
a dataset D. Hence, first, we need to establish that model m was obtained from
dataset D. Therefore, the server produces a proof of training.

• Proof of unlearning. Whenever a data point d∗ is deleted from the training data
D of model m, we require a proof of unlearning that proves that an unlearning
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Users U {pub, D̂u ∼ D}u∈U Server S (pub)

if not VerifyInit(pub, com0, ρ0) : (stS,0,m0, com0, ρ0)← Init(pub)

abort D+
0 := ∅, U+
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D+
i := D+

i−1, U+
i := U+

i−1

# add data points

k-th query D+
i := D+

i ∪ {(u, di,k)}

# remove data points

j-th query U+
i := U+

i ∪ {(u, di,j)}
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i :

if not VerifyNonMembership(pub, u, di,j, comi, πu,di,j) : πu,di,j ← ProveNonMembership(stS,i, pub, u, di,j)

abort U+
i := ∅

Initialize

i-th iteration

Proof of Training

OR Proof of Unlearning

com0, ρ0

u ∈ U , di,k ∈ D̂u

u ∈ U , di,j ∈ D̂u

train: comi, ρi

unlearn: comi, ρi

πu,di,j

Figure 3.5: Unlearning Framework. In this framework, protocols for verifiable machine
unlearning can be instantiated. These are executed iteratively between a set of users U and
a server S.

algorithm was executed that removes the contribution of data point d∗ from the
model’s parameters. This proof establishes that the updated model m′ is now
conceptually trained on a dataset D′ that does not include d∗. To verify that d∗

is not part of this training data, we further require an additional proof of this
non-membership, i. e., d∗ /∈ D′.

Furthermore, we need to capture the consistency of the training data across model
updates and evolving datasets. This requires an iteration-based protocol and cannot
be solved by naive one-shot verifications.

Unlearning framework. In Appendix C, we present a formal framework to describe
such iteration-based protocols for unlearning. Figure 3.5 shows an overview of this
framework. Our focus is on ML systems trained by a server S using data shared by users
U . We assume that each user u ∈ U holds a dataset D̂u sampled from the distribution
of data points D. To describe training and unlearning algorithms, we define a generic
interface of admissible functions based on triplets (fI , fT , fU) for initialization, training,
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and unlearning (respectively). These functions are agreed upon by the users and server
and are part of public parameters pub.

The framework considers protocols where the execution proceeds in iterations after
an initialization phase. At the beginning of each iteration i, users can request the
addition or removal of data points. These are stored in sets D+

i and U+
i . After this,

the server either performs a proof of training or a proof of unlearning. For training,
the server updates model mi with data points in D+

i using training function fT . The
server then commits to the updated model and dataset with comi. Furthermore, the
server computes proof ρi to prove the correct execution of fT . Both the commitment
and proof are sent to and verified by the users. For unlearning, the procedure first
follows analogously with U+

i and unlearning function fU . In addition, for each data
point di,j ∈ U+

i , the server subsequently creates a proof of non-membership πu,di,j that
establish that data point di,j from user u is not part of the current training data set.
This proof can be verified from user u against the current commitment comi.

Instantiation. To instantiate a protocol in this framework, we need a mechanism
to prove the execution of functions fI , fT , and fU . For this, we base our construction
on Verifiable Computation (VC) and, more specifically, SNARK [42, 93] proof systems
as a generic approach to proving the correct execution of algorithms. We define the
execution of fI , fT , and fU in terms of statements in the proof system and use this to
construct proofs that the users can verify.

Second, for the dataset commitment, we internally split the dataset into training
data D and unlearnt data U . These sets are updated whenever data points are added
or removed from the dataset. Based on these, we maintain two hash lists from which
we use the head as the current commitment.

Appendix C contains a complete description of this construction. Here, we also prove
the correctness of this instantiation within the framework and its security based on
cryptographic assumptions. Moreover, we implement the main building blocks for three
different unlearning mechanisms from the machine unlearning literature and compare
their performance on different ML models and benchmark datasets.

33





Conclusions

This thesis investigates the security of machine learning models from a systems secu-
rity perspective. In this final chapter, we summarize our salient findings and discuss
potential directions for future work.

Concluding remarks. The inclusion of an ML model can make a system more
vulnerable. Yet, its deployment in a practical system introduces additional constraints
for an adversary, and an attack against the ML model is only a single step of a successful
attack against a system. We believe that the robustness of ML models cannot be
assessed in isolation and must be viewed within the context of the enclosing system.
From a research perspective, we are still in the early stages. More work is required
to understand the attack surface introduced by including ML models in a system and
how we can effectively protect our systems. This is becoming an urgent endeavor as the
integration of ML components exploded in the past and will likely continue to grow.

Future research directions. In the following, we want to discuss the research di-
rections necessary to pursue in the future.

Threat model. There is a mismatch between the study of model robustness and the
security of systems that uses these components. Currently assumed threat models are
insufficient and often do not transfer to real-world deployments of ML models [9]. In
this thesis, we discussed essential aspects and implications of this mismatch, but this
can only be considered a starting point. One of the most important directions for
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future work is to depart from commonly studied threat models and consider real-world
adversaries against real-world systems. Future research must align assumptions of an
adversaries goals, knowledge, and capabilities to real threat vectors and extend the
study of monolithic and static ML models to practical systems.

Classical systems security. ML components are often used for tasks that are hard to
solve programmatically but amenable to be learnt from large sets of data (e. g., classi-
fying images [58], voice recognition [115], or recognizing faces [100]). Inspired by these
successes, recent efforts increasingly investigate how learnt components can replace
heuristics in “classical systems”. For example, in a database system, ML can optimize
the internal performance [57, 68, 70, 69, 80] or be used for automatic optimization of
configurations [53, 64, 6]. Another example are memory management systems that can
use ML for memory allocation [65] or to optimize garbage collection [51, 22]. Similar
to our discussion, these replacements with learnt components unavoidably open up a
new attack surface [90] but, more critically, might even allow new forms of attacks on
the interplay with classic attack strategies. For example, an adversary could construct
an attack against a learnt allocator and use this to escalate privileges in the underlying
system by enabling a memory safety vulnerability. Future work needs to understand
such attack vectors and their associated risks.

Countermeasures beyond the model. Since the advent of attacks against ML mod-
els, the research community has put significant effort into understanding what enables
these attacks and constructing appropriate countermeasures. This resulted in promis-
ing approaches for improving a model’s robustness with empirical (e. g., adversarial
training [38, 66, 113]) and formal guarantees (e. g., certified robustness [27, 112, 61]).
Ultimately, however, all current approaches are still limited to toy problems and do
not scale to the capabilities of realistic adversaries. In this work, we looked at model
robustness from a system’s perspective and how domain-specific knowledge can be
used to design an application-specific countermeasure. Integrating information about
a particular deployment of an ML model and considering robustness as a systems se-
curity problem is a promising direction for further research. For example, by using
established techniques from the systems security literature, such as information flow
control [59, 73], we can track information through a specific deployment of a system
and decide if a model is accessible (and thus vulnerable) from an attacker.
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Abstract

The number of papers submitted to academic conferences is steadily rising in many sci-
entific disciplines. To handle this growth, systems for automatic paper-reviewer assign-
ments are increasingly used during the reviewing process. These systems use statistical
topic models to characterize the content of submissions and automate the assignment
to reviewers. In this paper, we show that this automation can be manipulated using
adversarial learning. We propose an attack that adapts a given paper so that it misleads
the assignment and selects its own reviewers. Our attack is based on a novel optimiza-
tion strategy that alternates between the feature space and problem space to realize
unobtrusive changes to the paper. To evaluate the feasibility of our attack, we simulate
the paper-reviewer assignment of an actual security conference (IEEE S&P) with 165
reviewers on the program committee. Our results show that we can successfully select
and remove reviewers without access to the assignment system. Moreover, we demon-
strate that the manipulated papers remain plausible and are often indistinguishable
from benign submissions.
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A Subverting Automatic Paper-Reviewer Assignment

1 Introduction

Peer review is a major pillar of academic research and the scientific publication process.
Despite its well-known weaknesses, it is still an essential instrument for ensuring high-
quality standards through the independent evaluation of scientific findings [1, 2, 3]. For
this evaluation, a submission is assigned to a group of reviewers, taking into account
their expertise, preferences, and potential biases. For conferences, this assignment is
traditionally carried out by a program chair, while for journals, the task is performed by
an editor. This mechanism has proven effective in the past, but is becoming increasingly
difficult to realize as research communities grow. For example, the number of papers
submitted to top-tier security conferences is increasing exponentially, reaching over
3,000 submissions in 2020. Likewise, the number of reviewers continuously grows for
all major security conferences [4].

To handle this growth, conference management tools have become indispensable in
peer review. They allow reviewers to bid for submissions and support the program
chair to find a good assignment based on a best-effort matching. Unfortunately, even
these tools reach their limit when the number of submissions continues to grow and
manual bidding becomes intractable, as for example, in the area of machine learning.
Major conferences in this area regularly have over 10,000 submissions that need to
be distributed among more than 7,000 reviewers [5]. For this reason, conference man-
agement tools are increasingly extended with automatic systems for paper-reviewer
assignment [6, 7]. These systems use topic models from machine learning to assess
reviewer expertise, filter submissions, and automate the assignment process.

In this work, we show that this automation can be exploited to manipulate the as-
signment of reviewers. In contrast to prior work that focused on bid manipulations and
reviewer collusion [8, 9], our attack rests on adversarial learning. In particular, we pro-
pose an attack that adapts a given paper so that it misleads the underlying topic model.
This enables us to reject and select specific reviewers from the program committee. To
reach this goal, we introduce a novel optimization strategy that alternates between the
feature space and problem space when adapting a paper. This optimization allows us
to preserve the semantics and plausibility of the document, while carefully changing
the assignment of reviewers.

Our attack consists of two alternating steps: First, we aim at misleading the topic
model employed in current assignment systems [7, 6]. This model defines a latent
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topic space that is difficult to attack because neither gradients nor an explicit decision
boundary exist. To address this problem, we develop a search algorithm for exploring
the latent space and manipulating decisions in it. As a counterpart, we introduce a
framework for modifying papers in the problem space. This framework provides several
transformations for adapting the paper’s content, ranging from invisible comments to
synonym replacement and generated text. These transformations enable us to preserve
the paper’s semantics, while gradually changing the assignment of reviewers.

To empirically evaluate the practical feasibility of our attack, we simulate the paper-
reviewer assignment of the 43rd IEEE Symposium on Security and Privacy (IEEE S&P)
with the original program committee of 165 reviewers in both a black-box and a white-
box threat scenario. As the basis for our attacks, we consider 32 original submissions
that are publicly available with LATEX source code.

Our white-box adversary achieves an alarming performance: we can successfully re-
move any of the initially assigned reviewers from a submission, and even scale the
attack to completely choose all reviewers in the automated assignment process. In the
black-box scenario, we can craft adversarial papers that transfer to an unknown target
system by only using public knowledge about a conference. We achieve a success rate
of up to 90% to select a reviewer and 81% to reject one. Furthermore, we demonstrate
that the attack remains robust against variations in the training data.

Our work points to a serious problem in the current peer review process: With
the application of machine learning, the process inherits vulnerabilities and becomes
susceptible to new forms of manipulation. We discuss potential defenses: (1) For the
feature space, robust topic modeling may limit the attacker’s capabilities and (2) for the
problem space, we recommend using optical character recognition (OCR) techniques
to retrieve the displayed text. Nevertheless, these safeguards cannot completely fend
off our manipulations and reviewers should be made aware of this threat.

Contributions. We make the following key contributions:

• Attack against topic models. We introduce a novel attack against topic models
suitable for manipulating the ranking of reviewers. The attack does not depend
on the availability of gradients and explores the latent topic space through an
efficient beam search.

• Problem-space transformations. Our attack ensures that both the semantics and
plausibility of the generated adversarial papers are preserved. This goal is achieved
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by a variety of transformations that carefully manipulate the document format
and text of a submission.

• Adversarial papers. We present a method for constructing adversarial papers in
a black-box and white-box scenario, unveiling a serious problem in automatic
reviewer assignment. The attack rests on a novel hybrid approach to construct
adversarial examples in discrete domains

Examples of the created adversarial papers are provided at https://github.com/rub-
syssec/adversarial-papers. We also make our code and artifacts publicly available here.

2 Technical Background

Let us start by reviewing the necessary background for the design of our attack,
covering the process of paper-review assignment and the underlying topic modeling.
Systems for paper-reviewer assignment. To cope with the abundance of submis-
sions, several concepts have been proposed to assign reviewers to submissions [e.g.,
10, 11, 12, 13]. In practice, the most widely used concept is The Toronto Paper Match-
ing System (TPMS) by Charlin and Zemel [7]. Because of its high-quality assignments
and direct integration with Microsoft’s conference management tool CMT [14], TPMS
is used by numerous conferences in different fields, including ACM CCS in 2017–2019
and NeurIPS/ICML. TPMS can be considered the de facto standard for automatic
matching of papers to reviewers. Unfortunately, the implementation of TPMS is not
publicly available and thus we focus in this work on Autobid [6], an open-source real-
ization of the TPMS concept. Autobid closely follows the process described by Charlin
and Zemel [7]. The system has been designed to work alongside HotCRP [15] and was
used to support reviewer assignment at the IEEE Symposium on Security and Privacy
(S&P) in 2017 and 2018.

Technically, TPMS and Autobid implement a processing pipeline similar to most
matching concepts: (a) the text from the submission document is extracted and cleansed
using natural language processing, (b) the preprocessed text is then mapped to the la-
tent space of a topic model, and finally (c) an assignment is determined by deriving a
ranking of reviewers. In the following, we review these steps in detail.

(a) Text preprocessing. When working with natural languages, multiple steps are
required to bring text into a form suitable for machine learning (see Figure 1). As paper
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submissions can be provided in different formats, the pipeline starts by extracting text
from the underlying document, typically the PDF format. This original document
resides in the problem space of our attack and is denoted as z in the following. Autobid
employs the tool pdftotext for this task, which is used in our evaluation in Section 4.
The extracted text is then normalized using a preprocessor function ρ. Typically, it
is tokenized, converted to lowercase, and stemmed [16]. Subsequently, stop words are
removed so that each submission is now represented as a sequence of filtered stems.
Autobid employs the NLTK package [17] to perform this task.

Finally, a feature extractor Φ maps the input ρ(z) to a bag-of-words vector x ∈ N|V|

with V being the vocabulary formed over all words (stems). That is, a submission
is represented by a high-dimensional vector whose individual dimensions reflect the
count of words. Although this representation is frequently applied in supervised learn-
ing, the high dimensionality is problematic for unsupervised learning and complicates
determining topics in the submission.

(b) Topic modeling. The key to matching reviewers to papers is the automatic
identification of topics in the text. This unsupervised learning task is denoted as topic
modeling. While there exist several algorithms for this modeling, many assignment
systems, including TPMS and Autobid, use Latent Dirichlet Allocation (LDA). LDA is
a Bayesian probabilistic method for topic modeling that allows representing a document
as a low-dimension mixture of latent topics. Formally, we define this representation as
a function

Γ: N|V| −→ T , x 7→ θx

mapping a bag-of-words vector x to a low-dimensional vector space T , whose dimen-
sions reflect different topics.

Generally, LDA is modeled as a generative probabilistic process [18, 19, 20]. It as-
sumes a corpus D of documents and models each document as a random mixture over

PDF

File input
z

This paper
shows that
reviewing is
attackable
...

Extracted
text

paper show
review
attack
...

Preprocessed
text


1
1
0
1
0
1


Feature
Vector x

Text
extractor

ρ Φ

Figure 1: Text preprocessing in paper-reviewer assignment.
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a set of latent topics T . A topic t is characterized by a multinomial distribution over
the vocabulary V , and drawn from a Dirichlet distribution ϕt ∼ Dirichlet(β) with the
prior β. The Dirichlet prior is usually sparse (i.e., β < 1) to model that words are not
uniformly assigned to topics. Given these topics, for each document x ∈ D, a distri-
bution of topics θx ∼ Dirichlet(α) is drawn. Again, the prior α is sparse to account
for that documents are usually only associated with a small number of topics. Finally,
for each word wi ∈ x, a topic ti ∼ Multinom(θx) is selected and the observed word
wi ∼ Multinom(ϕti) is drawn. This process can be summarized by the joint probability

P (w, t, θ, ϕ|α, β) = P (ϕ|β)P (θ|α)P (t|θ)P (w|ϕt) (1)

with w = (w1, . . . , w|x|) and t = (t1, . . . , t|x|).
To create a topic model in practice, we need to reverse this process and learn the

posterior distribution of the latent variables t, θ, and ϕ given the observed documents
D. Specifically, we need to solve

P (θ, ϕ, t|w, α, β) =
P (θ, ϕ, t,w|α, β)

P (w|α, β)
. (2)

Solving this equation is intractable as the term P (w|α, β) cannot be computed ex-
actly [18]. To address this, different approximated techniques, such as variational in-
ference [18, 19] or Gibbs Sampling [20], are typically used for implementations of LDA.
Autobid builds on variational inference based on the implementation of GenSim [21].

For the feature vector x of a new submission, the same technique—conditioned on
the corpus D—is used to compute the corresponding topic mixture θx. Attacking this
process is challenging, as no gradients or other guides for moving in the direction of
particular topics are directly available. Hence, we develop a new search algorithm for
subverting the topic assignment of LDA in Section 3.1.

(c) Paper-reviewer assignment. Finally, the topic model is used to estimate the
reviewer expertise and automate the matching of submissions to reviewers. More specif-
ically, let R be the set of all potential reviewers and S a set of submissions x ∈ N|V|.
For each reviewer r, we collect an archive Ar ∈ N|V| representative of the reviewer’s ex-
pertise and interests. Since researchers are naturally described best by their works, this
could, for example, be a selected set of previously published papers. The corresponding
archives are modeled as a union over all papers.

For each pair of reviewer r and submission x, a bidding score br,x is calculated. This
score reflects the similarity between the reviewer’s archive Ar and a submission x: the
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more similar, the higher the score. Given the topic extractor Γ(·), a reviewer r and a
submission x, Autobid defines the bidding score as the following dot-product

br,x := Γ(Ar) · Γ(x)⊤. (3)

Subsequently, these bidding scores are used for the final assignment A ∈ {0, 1}|R|×|S|

with the goal to maximize the similarity between reviewers and submissions. In this
phase, additional constraints are included: the assignment is subjected to (1) the tar-
geted number of reviewers Lx assigned to a submission and (2) the maximum number
of submissions Lr assigned to a reviewer. More formally, we can describe the assignment
as the following bipartite matching problem:

maximize
A

∑
r

∑
x

br,x · Ar,x

subject to Ar,x ∈ {0, 1} ∀r,x∑
r

Ar,x ≤ Lx ∀x∑
x

Ar,x ≤ Lr ∀r

This optimization problem can then be reformulated and efficiently solved with Linear
Programming (LP) [22].

3 Adversarial Papers

We proceed to introduce our approach for subverting the paper-reviewer assignments.
To this end, we first define a threat model for our attack, and then examine challenges
and required steps to control the matching.
Threat model. We consider a scenario where the adversary only modifies her submission—
the adversarial paper—to manipulate the assigned reviewers. We assume two represen-
tative classes of adversaries with varying degrees of knowledge. First, we focus on
white-box adversaries with complete access to the assignment system, including the
trained model and reviewer archives. This represents a very strong class of adversaries
and allows us to generally study the strength as well as limitations of our attack against
assignment systems. Second, we study the more realistic scenario with a black-box ad-
versary. The adversary is assumed to have only a general knowledge about the assign-
ment system (i. e., AutoBid is an open-source project [6]). No access to the training data
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Figure 2: Feature-problem-space attack. For a submission z, we construct an adversar-
ial submission z′ that leads to a targeted assignment of reviewers. Our attack alternately
switches between Z and F . In step ¶, we extract word counts x from submission z, and
use a search algorithm to change x in F to obtain the desired ranking (step ·). To guide
this search, we query the paper-reviewer assignment system for scores (step ¸). Next, we
realize the modifications in the problem space Z and manipulate z (step ¹). Projecting the
resulting submission back to F , the submission vector will be shifted due to side effects and
transformation limitations (step º). This shift is considered by continuing the search process
from this new position and repeating this process iteratively (step ») until we obtain a valid
adversarial submission z′ (step ¼).

and learned model is given. In this setting, we envision adversaries that exploit public
information about a conference, such as knowledge about the program committee.

Challenges. The adversary has to operate both in the problem space Z and the
feature space F . The former consists of the input objects (e. g., the LATEX source files
of the paper); the latter contains the feature vectors that are used as inputs for the
learning system. In contrast to domains like image recognition, the mapping from
the problem space to the feature space is not bijective, i. e., there is no one-to-one
correspondence between Z and F . This poses a challenge for the adversary because a
promising feature vector may not be mapped to a valid submission. A further obstacle is
that some modifications in the problem space cannot be applied without side effects: If
an adversary, for instance, adds a sentence to include a particular word, she inevitably
adds other words that change the feature vector.

To deal with these challenges, we introduce a hybrid optimization strategy that
alternates between the feature-space and problem-space representations of the attack
submission. This optimization enables us to preserve the semantics and plausibility of
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the document, while at the same time gradually changing the assignment of reviewers.
A general overview of our attack is outlined in Figure 2. Second, we transfer problem-
space restrictions to the feature space. In this way, we resolve restrictions in a generic
manner without adjusting our problem-space transformations.

Attack goals. Given a submission z, our goal is to find an adversarial paper z′ that
leads to the adversary’s targeted review assignment. In the feature space, we thus want
to manipulate the set of assigned reviewers Rx. That is, we want to select and reject
arbitrary reviewers to be included in respectively excluded from Rx. Formally, we define
two sets Rsel and Rrej and our goal is to find a vector δ ∈ F such that the modified
word counts x′ := x + δ fulfill

r ∈ Rsel ⇒ r ∈ Rx′ , and

r ∈ Rrej ⇒ r /∈ Rx′ , ∀r ∈ R.
(4)

We require every reviewer r ∈ Rsel is included in Rx′ and likewise every reviewer r ∈ Rrej

excluded from Rx′ . In addition, we take care that the targeted solution is feasible with
|Rsel| ≤ Lx and |Rrej| ≤ |R| − Lx.

Furthermore, we restrict the modifications to ||δ||1 ≤ Lmax
1 and ||δ||∞ ≤ Lmax

∞ . The
L1 constraint limits the amount of modifications to the submissions and makes the
attack less suspicious. Similarly, the L∞ constraint restricts the maximum change to
a single feature, so that a word is not included too frequently. Finally, with respect to
the concrete assignment process, we assume an automatic matching that always selects
the reviewers with the highest assignment scores. We note that this assumption can
be relaxed, as shown by Jecmen et al. [8], and combined with colluding reviewers. We
further discuss the impact of concurring submissions in Section 7.

For manipulations in the problem space, we design various transformations for adapt-
ing the submission z. We denote a single transformation by ω : Z −→ Z , z 7→ z′, where
multiple transformations can be chained together as Ω = ωk ◦ · · · ◦ ω2 ◦ ω1. To avoid
transformations from creating artifacts and visible clues, we introduce the following
problem-space constraints: First, we need to preserve the semantics of the text, so that
the paper is still a meaningful submission. Second, we add a plausibility constraint,
that is, the modifications should be as inconspicuous as possible. We summarize the
constraints as Υ and write Ω(z) |= Υ if a transformation sequence Ω on a submission
fulfills these constraints.
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Optimization problem. We arrive at the following optimization problem for gen-
erating adversarial examples, integrating constraints from the problem space and the
feature space:

r ∈ Rsel ⇒ r ∈ Rx′ , and

r ∈ Rrej ⇒ r /∈ Rx′ , ∀r ∈ R

subject to ||δ||1 ≤ Lmax
1 and ||δ||∞ ≤ Lmax

∞

Ω(z) |= Υ

(5)

with x = Φ ◦ ρ(z), x′ = Φ ◦ ρ(Ω(z)), and δ = (x′ − x). We proceed to realize this op-
timization strategy by first introducing our attack in the feature space and then in the
problem space, before merging both components.

3.1 Feature Space

In an automatic paper-reviewer assignment system, the set of reviewers Rx for a
submission is determined by the computed assignment scores br,x between reviewers r

(characterized by their archives Ar) and the submission vector x:

br,x := Γ(Ar) · Γ(x)⊤ (6)

To change the assignment score and thus affect the matching, we can only influence
the extracted high-level features Γ(x) since Ar is fixed for a given set of R. However,
even when we have full control over Γ(x), changing the relative ordering—the ranking—
between reviewers is not straightforward. For instance, suppose we have two reviewers
r1 and r2 that share most topics (i.e., Γ(Ar1) ≈ Γ(Ar2)), adjusting Γ(x) in this case will
have a similar effect on both. In particular, if we naïvely try to increase the assignment
score from r1, we simultaneously also increase the score of r2 and vice versa. Even if
reviewers are not working in the same area, their topic distributions often partially
overlap, as their research builds on similar principles and concepts. Hence, to modify
the ranking we need to carefully maneuver the submission in the feature space. This is
significantly more challenging compared to attacking a classification, as we need to both
attack the model’s prediction while simultaneously considering effects on concurring
reviewers.

Our attack is further complicated by the fact that altering the topic distribution itself
is a challenging task, since we need to make changes in the latent topic space. For LDA,
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this distribution Γ(x) = θx is computed using a probabilistic inference procedure. Thus,
typical gradient-style attacks are not applicable. Indeed, Zhou et al. [23] even show
that the manipulation of this inference is NP-hard. Moreover, LDA typically assigns
only a small weight to individual words, so an attacker is required to manipulate a
comparatively large set of words for subverting the topic assignment.

To address both of these challenges, we use a stochastic beam search. For a given
submission vector x, we start with an empty modification vector δ which is extended
in each iteration until we find a successful submission vector x′ := x+ δ or a maximum
number of iteration I is reached. During this search, we consider B candidate vectors
in parallel and select successors after each iteration with a probability increasing as a
function of the candidates’ loss.
Loss. For our search, we define the following loss function to evaluate the quality of a
submission x in terms of the objective from Equation 4 that incorporates the selection
and rejection of reviewers:

ℓ := ℓsel + ℓrej (7)

For selected reviewers, the loss ℓsel is reduced when the assignment scores br̂,x increase
or when the ranks of the reviewers improve (i. e., when reviewers ascend in the ranking):

ℓsel :=
∑
r̂∈Rsel

rankr̂
x · (1− br̂,x) (8)

where rankr̂
x is the rank of reviewer r̂ for submission x. Similarly, for rejected reviewers

the loss ℓrej is reduced when the assignment scores bř,x decrease:

ℓrej :=
∑
ř∈Rrej

max(rankrej
x − rankř

x, 0) · (bř,x − brrej,x) (9)

where rankrej
x is the target rank for a rejected reviewer (i. e., rejected reviewer are pushed

down towards this rank) and brrej,x is the corresponding assignment score. This loss is
designed to focus on reviewers that are far off, but simultaneously allows reviewers to
provide “room” for following reviewers, for example, when we want to move a group of
reviewers upwards/downwards in the ranking.

We consider a submission vector x successful when the objective from Equation 4 is
fulfilled. At this point, we are naturally just at the boundary of the underlying decision
function. To make the submission vector more resilient, we could continue to decrease
the loss. However, since we already successfully ordered the reviewer (i. e., the ranking),
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V
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Figure 3: Reviewer words. Based on the topic model, we associate reviewer with a set of
predictive words. Given target reviewer r̃ and a set of concurring reviewers R = {r1, r2}, we
construct distributions ϕ̂+

r̃,R and ϕ̂−
r̃,R. Sampling from these distributions yield words that are

only predictive for reviewer r̃ respectively reviewers in R.

we are more interested in maximizing the margin of selected and rejected reviewers to
the border of Rx. We denote this margin as Φ and set ℓ := −Φ whenever x satisfies
Equation 4. Decreasing the loss is then equivalent to maximizing Φ.

Candidate generation. A key operation of the beam search is the generation of
new candidate vectors. We create a successor from a given submission by adding (re-
spectively removing) k words to adjust topic distribution θx = Γ(x) and ultimately the
ranking of submission x. To select words, we represent (broadly speaking) each reviewer
by a set of predictive words and sample words that lie in the disjunction between a
target and its concurring reviewers. An example of this is shown in Figure 3.

To construct these sets, we first represent each reviewer r by a reviewer to words
distribution ϕ̂r over vocabulary V . Intuitively, this distribution assigns each word the
probability how predictive it is for r. Formally, we define the probability mass function
for ϕ̂r as follows:

Qr : V → R, w 7→
1
|T |

∑
t∈T P (w | t) P (t | r)∑

w∈V
1
|T |

∑
t∈T P (w | t) P (t | r)

Remember that each topic t defines a distribution over V and each reviewer can be
represented by Γ(Ar). Qr assigns each word the average probability over all topics T

scaled by the relevance of topic t for reviewer r. Randomly sampling from ϕ̂r thus yield
words with a probability given as a function of their predictiveness for r. In practice,
V is typically large and most words are assigned with an insignificant probability. To
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improve performance, we therefore restrict ϕ̂r to the ν words with highest probability.
We rescale the mass function to sum up to 1 so that ϕ̂ forms a valid distribution.

To select r, we could now simply add predictive words sampled from this distribution.
However, as described earlier, naively doing this will likely have unwanted side effects
because of concurring reviewers. To account for this, we further refine this distribution
and simultaneously consider multiple reviewers. Let r̃ be a targeted reviewer and R

a set of concurring reviewers. We want to restrict ϕ̂r̃ to only include words that are
predictive for r̃ but not for any reviewer in R. Specifically, we define ϕ̂+

r̃,R with

Q+
r̃,R : V → R, w 7→


Qr̃(w) if Qr̃(w) 6= 0 ∧

∀r ∈ R : Qr(w) = 0

0 otherwise

Subsequently, to form a valid probability mass function, we rescale Q+
r̃,R to sum up

to 1. Note for R = ∅ it follows ϕ̂+
r̃,R = ϕ̂r̃. Sampling from ϕ̂+

r̃,R only yields words that
are predictive for r̃ but not R. Often we are also interested in the opposite case, i.e.,
words that are predictive for all reviewer in R but not for r̃ (e.g., when we want to
remove words to promote r̃ in the ranking). Analogous, we define ϕ̂−

r̃,R and write

Q−
r̃,R : V → R, w 7→


1
|R|

∑
r∈R Qr(w) if Qr̃(w) = 0 ∧

∀r ∈ R : Qr(w) 6= 0

0 otherwise

Again, we rescale Q−
r̃,R to sum up to 1. For R = ∅, the distribution ϕ̂−

r̃,R is not
well defined, as its mass function always evaluates to 0 and we thus set ϕ̂−

r̃,R := ϕ̂r̃.
Figure 3 graphically depict this construction. For reviewer selection, we consider sets
of concurring reviewer R that are close to r in the ranking. Specifically, we randomly
sample M subsets from

R ⊆ Pow({r | ∀r 6= r̃ ∈ R : 0 ≤ rankr̃ − rankr − υ ≤ ω})

for a given reviewer window ω with offset υ. In other words, we exploit locality and
focus on reviewer that are either before or close behind r in the ranking. For each
subset, we create two candidates by (1) adding k words from ϕ̂+

r̃,R respectively (2)
remove k words from ϕ̂−

r̃,R. Reviewer rejection follows analogous with the distributions
interchanged and sets sampled from

R ⊆ Pow({r | ∀r 6= r̃ ∈ R : −ω ≤ rankr̃ − rankr + υ ≤ 0})
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Table 1: Problem-space transformations. Overview of transformations to realize modi-
fications in the problem space. They are grouped by deniability (text, encoding, format) and
the capability to add or delete words. For a detailed description, see Appendix J.

Modification

Type Transformation Add. Del.

Text-level

Reference addition  #
Synonym   
Spelling mistake #  
Language model  #

Encoding-level Homoglyph #  
Format-level Hidden box   

Finally, for multiple target reviewer in Rsel and Rrej, we consider the union of candidates
from individual reviewer.

3.2 Problem Space

The result of the feature space attack is a modification vector δ ∈ F containing the
words that have to be modified in the problem space. These words must be incorporated
into an actual template PDF file z′ ∈ Z such that both the semantics and plausibility
constraints are satisfied. Fortunately, the assignment system obtains a document as
input and not the raw text. This provides an adversary with more capabilities and
flexibility. She can carefully manipulate the text of her submission as well as exploit
weak spots in the text representation or document format.

Consequently, we divide the modifications into text-level, encoding-level, and format-
level transformations—sorted according to their deniability. Text-level modifications
operate on the actual text, so that only targeted modifications are possible. However,
the modifications are deniable if the submission raises suspicion during reviewing.
Encoding-level and format-level transformations manipulate the text representation
and format, respectively, and enable large modifications, but are not deniable once de-

68



3 Adversarial Papers

tected. Table 1 lists the transformations implemented in our approach. For a detailed
overview, we refer the reader to Appendix J.

Text-level transformations. We begin with transformations that are based solely
on changes to the visible text and applicable to any text format. As such, they cannot
be readily recognized without a semantic analysis of the text.

(a) Reference addition. As the first transformation, we consider additions to the
submission’s bibliography. The transformation adds real references that contain the
words to be added. As references, we use publications from security conferences and
security-related technical reports. Our evaluation demonstrates that this transforma-
tion is very effective, while creating plausible and semantics-preserving changes to a
paper. However, it introduces side effects, as not only selected words are added, but
also parts of the conference names, authors, and titles. This motivates the hybrid search
strategy that we outline in Section 3.3.

(b) Synonym. We develop a transformation that replaces a word with a synonym. To
enhance the quality of the proposed synonyms, instead of using a general model for the
English language [e. g., 24, 25, 26], we use a security-domain specific neural embedding
that we compute on a collection of 11,770 security papers. Section 7 presents the
dataset. This domain-specific model increases the quality of the synonyms, so that this
transformation is also difficult to spot.

(c) Spelling mistake. As a third type of text-level manipulations, we implement a
spelling-mistake transformation, which is common for misleading text classifiers [27,
28]. Here, we improve on prior work by trying to find typographical errors from a list of
common misspellings [29] instead of introducing arbitrary mistakes. For example, the
suffix ance is often confused with ence, so that “appearance” becomes the unobtrusive
misspelling “appearence”. If we do not find such errors, we apply a common procedure
from the adversarial learning literature: We either swap two adjacent letters or delete
a letter in the word [24, 27, 28].

(d) Language model. Finally, we apply the large-scale unsupervised language model
OPT [30] to create text containing the words to be added. To generate security-related
text, we finetune the model using the corpus of 11,770 security papers. While the cre-
ated sentences are not necessarily plausible, this transformation allows us to technically
evaluate the possibility that an adversary creates new text to insert words. Given the
increasing capabilities of language models, we expect the chances of creating plausible
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text to rise in the long run. Moreover, we assume that in practice attackers would
manually polish the generated text to reduce their detection probability.

Encoding-level transformations. As the second class of transformations, we con-
sider manipulations of the text encoding. These manipulations may include the substi-
tution of characters, the application of unicode operations, or changes to the font face
and color. For our implementation, we focus on homoglyph transformation, inspired by
previous works that replaces characters with visually similar counterparts [24, 31]. By
replacing a character with a homoglyph, we can remove selected words from the bag-
of-words vector used for the topic model. Similarly, there are several other strategies
for tampering with text encoding [32]. Since these manipulations also change only the
visual appearance of the text, we consider homoglyphs as a representative example of
the class of encoding-level transformations.

Format-level transformations. As the third class of transformations, we focus on
changes specific to the underlying document format, such as accessibility features,
scripting support, and parsing ambiguity [33]. As an example of this class of transfor-
mations, we consider hidden boxes in the PDF format. Our transformation relies on
accessibility support with the latex package accsupp to define an invisible alternative
text in a hidden box associated with a word. The text extractor processes the alternate
text, while PDF readers display only the original word. This discrepancy allows an
attacker to add words as alternate text. Likewise, she can put an empty alternative
text over a word that should be removed.

Improved transformations. In addition, we exploit the preprocessing implemented
by assignment systems. First, we benefit from stemming, so that the transformations
only need to add or delete stems instead of words. This increases the possibilities to find
suitable text manipulations. For example, an attacker can modify the words attacker
or attackable to remove the feature attack, since both are reduced to the same stem.
Second, we exploit the filtering of stop words. The hidden box transformation requires
sacrificing a word for defining an alternative text. As stop words are not part of the
feature vector, no side effects occur if they are changed.
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3.3 Feature-Problem-Space Attack

We are now equipped with (i) a strategy to find modifications δ ∈ F and (ii) trans-
formations ω ∈ Z to realize δ in a paper submission. The ultimately missing piece is
an optimization strategy that brings these two components together. In general, this
optimization is responsible for guiding the transformations towards the targeted as-
signment. In the following, we first present the basic principle of our applied strategy
and then introduce two practical extensions.
Hybrid optimization strategy. Due to the challenges around the problem space
and the feature space, we use a strategy that switches alternately between Z and F .
Figure 2 on page 62 schematically illustrates our alternating approach. For an initial
submission z, the adversary extracts the features (step ¶) and performs a feature-space
attack (step · and ¸). As Φ is not invertible, the adversary then has to find suitable
transformations in the problem space (step ¹) that realize the requested modifications.
This leads to a new feature vector in F (step º). However, this vector is shifted due
to side effects and limitations of the transformations. Consequently, the adversary
continues her search from this new position and repeats the process iteratively until
the target is reached or the maximum number of iterations have passed.

We note that side effects are not always negative as assumed by prior work [34].
In our evaluation, for example, we found that the additional words introduced by the
reference transformation can further push a reviewer’s rank towards the target, since
the additional words may also relate to other selected reviewers, for example, due to
co-authors or paper titles. However, the impact of side effects is difficult to predict in
advance, so that an optimization strategy should be capable of dealing with positive
as well as negative side effects.

Constraint mapping Z → F . Our first extension to this hybrid strategy addresses
the complexity of problem-space modifications. In practice, not every requested mod-
ification from F can be realized in Z with the implemented transformations due to
PDF and LATEX restrictions. For example, in LATEX, homoglpyhs are not usable in
the listing environment, while the hidden box is not applicable in captions or section
titles. In general, such restrictions are difficult to predict given the large number of
possible LATEX packages. Instead of solving such shortcomings in the problem space
by tediously adjusting the transformations to each special case, we resort to a more
generic approach and transfer problem-space constraints back to the feature space. The
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transformers in Z first collect words that cannot be handled, which are then blocked
from being sampled during candidate generation in F .

Surrogate models. We introduce a second extension for the black-box scenario. In
this scenario, the adversary has no access to the victim model. Still, she can leverage
public information about the program committee, collect papers from its members,
and assemble a dataset similar to the original training data. This allows her to train
a surrogate model that enables preparing an adversarial paper without access to the
assignment system. This strategy has been successfully used for attacks against neural
networks [35]. However, in our case, this strategy is hindered by a problem: LDA models
suffer from high variance [36, 37]. Even if the adversary had access to the original data,
she would still get different models with varying predictions. This makes it unlikely
that an adversarial paper computed for one model transfers to another.

As a remedy, we propose to use an ensemble of surrogate models to better ap-
proximate the space of possible LDA models. We run the attack simultaneously for
multiple models until being successful against all surrogates. To this end, we extend
the feature-space attack to multiple target models: (i) we create candidates for each
surrogate model independently and consider the union over all surrogates and (ii) we
compute the loss as the sum of individual losses over all surrogates. Intuitively, this in-
creases the robustness of an adversarial paper and, consequently, improves the success
rate that the attack transfers to the unknown victim model.

4 Evaluation

In the following, we evaluate the efficacy of the proposed approach to prepare ad-
versarial papers. To this end, we simulate the automatic paper-reviewer assignment
process of a real conference with the full program committee (PC). We consider two
different scenarios: First, we demonstrate how a white-box attacker with full-knowledge
about the target system can select and reject reviewers for a submission. Second, we
consider a black-box adversary with only limited knowledge and no access to the trained
assignment system. We show that such an adversary can generate effective surrogate
models by exploiting public knowledge about the conference. Finally, we verify that
the manipulated papers are plausible and preserve the semantics of the text.
Setup. We use Autobid [6] as an open-source realization of the TPMS concept [7].
We simulate an automatic assignment for the 43rd IEEE Symposium on Security and

72



4 Evaluation

Privacy with the full PC and set the paper load Lx = 5 (i. e., assign each submission
to five reviewers). In contrast to the real conference, we assume a fully automated
assignment without load balancing and conflicts (see Section 7). As we do not have
access to the original submissions, we use the accepted papers as substitutes. In total,
we find 32 papers on the arXiv e-Print archive with LATEX source, which we use for our
evaluation.

The PC consists of 165 persons. For each PC member, we construct an archive
Ar of papers representative for the person’s expertise by crawling their Google Scholar
profile. We select 20 paper for each reviewer and compile the corpus as the union of these
archives. To simulate a black-box scenario, we additionally generate surrogate corpuses
that overlap with the original data between 0% and 100%. Appendix A describes this
process in detail. In all cases, we train Autobid with the default configuration on a
given corpus.

For each attack, we perform a grid search on its parameters to realize a reasonable
trade-off between efficacy and efficiency. We start by relaxing any constraints on δ

(Lmax
1 =∞ and Lmax

∞ =∞) and run the attack with at most S = 8 transitions between
the feature space and problem space (see Appendix B for details). All experiments are
performed on a server with 256 GB RAM and two Intel Xeon Gold 5320 CPUs.

Performance measures. We use three measures to evaluate the attack’s performance.
First, we consider an adversarial paper z′ to be successful if the constraints from Equa-
tion 5 are fulfilled. Second, to quantify modifications to the submission, we use two
standard measures: L1 and L∞ norm. Given the modified word counts x′ := x + δ,
these are computed as

||δ||1 =
∑
i

|δi| and ||δ||∞ = max
i
|δi| . (10)

L1 is the absolute number of modified words and provides a general overview on the
total amount of modifications. Intuitively, we are interested in minimizing L1 to make
an attack less suspicious. Similarly, L∞ is the maximum change in a single dimension
(i.e., a single word) and ensures that a single word is not included too frequently. Third,
we assess the semantics and plausibility of the manipulated papers in a user study with
security researchers.
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Table 2: Feature-space search. We compare our attack with two baselines: hill climbing
and morphing. For this comparison, we consider three attack objectives: (1) selecting, (2)
rejecting, and (3) substituting of reviewers.

Selection Rejection Substitution

L1 norm
Our attack 704 ×1.00 1032 ×1.00 2059 ×1.00
Hill climbing 1652 ×2.35 2255 ×2.18 5526 ×2.68
Morphing 3059 ×4.35 - × - - × -

L∞ norm
Our attack 17 ×1.00 43 ×1.00 62 ×1.00
Hill climbing 38 ×2.22 44 ×1.02 98 ×1.58
Morphing 45 ×2.63 - × - - × -

4.1 White-box Scenario

In our first scenario, we focus on a white-box scenario and consider three attack
objectives: (1) selection, (2) rejection, and (3) substitution of a reviewer. For these
objectives, we focus on reviewers that are already “close” to a submission in the as-
signment system. For example, a paper on binary analysis would raise suspicion if it
would get assigned to a reviewer with a cryptography background.

We use the initial assignment scores of the submission as a proxy to simulate this
setting. We determine potential reviewers by computing the ranking for the unmodified
submission and consider the 10 reviewers with highest scores. To study objective (1),
we sample reviewers from the ranks 6–10 and attempt to get them assigned to the
submission. Analogously, for objective (2), we select reviewers from the ranks 1–5 and
aim at eliminating their assignment. Finally, for objective (3), we first select a reviewer
for removal and then a counterpart for selection. We repeat this procedure 100 times
with random combinations of papers and reviewers for each objective. Moreover, to
account for the high variance of LDA, we train the topic model 8 times and average
results in the following.

Feature-space search. We start our evaluation by examining the feature-space search
of our attack in detail. For this experiment, we consider format-level transformations
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that can realize arbitrary changes. Other transformations are evaluated later when we
investigate the problem-space side of our attack.

The results of this experiment are presented in Table 2 and further detailed in Ap-
pendix C. We observe that our approach is very effective: 99.7 % of the attacks finish
successfully with a median run-time of 7 minutes. The number of performed changes
shows high variance, ranging between 9 and 22,621 adapted words. Despite this broad
range, however, the average manipulation involves only between 704 and 1,032 words
for objectives (1) and (2), respectively. For reference, an unmodified submission con-
tains 7,649 words on average, so that the necessary changes for preparing an adversarial
paper amount to 9% and 13% of the words.

Among the three objectives, we see a trend that selecting a reviewer is more effi-
cient than rejecting one. Rejected reviewers have—per construction—a high assignment
score, and hence share many topics with nearby reviewers. In contrast, for selected re-
viewers it is easier to determine topics with less side effects. The third scenario, where
we both reject and select a reviewer, is naturally the hardest case. Generally, we ob-
serve that topic models based on LDA are comparatively robust against adversarial
noise, in relation to neural networks which can be deceived into a misclassification by
changing only a few words [e.g., 27, 24].

Baseline experiments. To put these numbers into perspective, we examine two base-
lines. First, we implement a hill climbing approach that directly manipulates the topic
vector of a submission (cf. Equation 6) by sampling words from the topic-word distribu-
tions associated with a reviewer. For the second baseline, we consider an approach that
morphs a target submission with papers that already contains the correct topic-word
distribution. To find these papers, we compute all assignments of the training corpus
and identify submissions to which the target reviewer is assigned. We then repeatedly
select words from these submissions and expand our adversarial paper until we reach
the target. In rare cases, we could not find papers in which the reviewer is highly rated.
We exclude such cases from our experiments.

Considering all three objectives, the hill climbing approach shows a lower success
rate: Only 92.2 % of the papers are successfully manipulated. The failed submissions
either reach the maximum number of 1,000 iterations or get stuck in a local minimum.
In successful cases, the attacker needs to introduce more than twice as many changes
compared to our attack and the median L1 norm increases from 704–2,059 to 1,652–
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Figure 4: Feature-problem-space attack. We simulate the attack with differently scaled
attack budgets σ (left) and S = 8 switches. We repeat the experiment (right) with the
base budget σ = 1 and vary S. For both cases, we randomly select 100 targets from all
three objectives that require ≤ 1, 000 changes in F . We report the mean success rate over 8
repetitions.

5,526 words. For the morphing baseline, the attack is successful in only 91.1 % of the
cases and again needs to introduce significantly more words. We find that the median
L1 norm increases by a factor of 4.35 with a maximum of 29,291 modified words for a
single attack.

Generalization of attack. To investigate the generalization of our attack, we repeat
this experiment for a second real conference. In particular, we simulate the assignment
of the 29th USENIX Security Symposium with 120 reviewers. We consider 24 original
submissions and construct targets as before. Results of this experiment are presented
in Appendix D. We observe a similar performance across all three objectives, indicating
the general applicability of our attack.

Scaling of target reviewers. Next, we scale the attack to larger sets of target re-
viewers and consider different combinations for selecting, rejecting, and substituting
reviewers. We allow an attacker to select up to five target reviewers, which is equivalent
to replacing all of the initially assigned reviewers. Furthermore, we allow the rejection
of up to two reviewers. We focus again on close reviewers and randomly select 100 sets
of targets per combination.
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The results are summarized in Appendix E. The attack remains effective and we can
successfully craft adversarial papers in most of the cases. We observe a clear trend that
with increasing numbers of target reviewers, we need to perform more changes to the
submission. For example, to select all five reviewers, in the median we need to modify
5,968 words. This is expected: we have to move the submission in the topic space from
the initially-assigned reviewers to the targeted ones. By adding more reviewers, we
include more constraints which results in a significant amount of modifications.

All transformations. So far, we have focused on format-level transformations to re-
alize manipulations. These transformations exploit intrinsics of the submission format,
which effectively allows us to make arbitrary changes to a PDF file. An attacker likely
has access to similar transformations in any practical setting. In fact, robust parsing
of PDF files has been shown to be a hard problem [e.g., 38]. However, we believe it
is important for an attacker to minimize any traces and consider different classes of
transformations as introduced in Section 3.2.

(a) Attack budget For this experiment, we introduce an attack budget to describe
the maximum amount of allowed modifications for a given transformation. This budget
trades off the ability of a transformation to introduce changes with their conspicuous-
ness, since too many (visible) modifications will likely lead to a rejected submission.
In particular, we assume a maximum of 25 real and 5 adaptive added BibTEX entries,
at most 25 replacements of words with synonyms, no more than 20 spelling mistakes,
and up to 10 requested words on average through a text from a language model. In
Section 4.4, we validate these parameters and assess if the resulting adversarial papers
are unobtrusive to human observers.

As a result of the attack budget, we cannot realize arbitrary modifications, since their
total amount is restricted. To study this in more detail, we consider the success rate
as a function of the attack budget scaled with a factor σ between 0.25 and 4. During
the attack, we split the budget equally across 8 feature-problem-space transitions. We
require that targets are feasible with this budget and randomly select 100 targets from
the three attack objectives that require≤ 1, 000 changes in F . Finally, we consider three
different configurations: (1) text-level transformations, (2) text-level and encoding-level
transformations, and (3) text-level, encoding-level, and format-level transformations
combined. We do not restrict the budget for format-level transformations as these
transformations are generally not visible.
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The results are shown on the left side of Figure 4. For text-level transformations
and text-level & encoding-level transformations, we see an increase in the success rate
when the attack budget grows. For the base budget (σ = 1), 40.75% of the adversarial
papers can be prepared with text-level transformations only. That is, no changes in
the format and encoding are necessary for manipulating the reviewer assignment. This
can be further improved by increasing the budget, for instance, 67.13% of the papers
become adversarial by scaling it to 4. For smaller budgets, however, we observe that
there is often not enough capacity to realize the required modifications. Still, using
format-level transformations improves the success rate to 100% in almost all cases. In
rare case, we observe that the attack gets stuck in a local minima. Interestingly, this
is more likely with larger budgets. In these cases, the attack makes bigger steps per
iteration which introduces more side effects. From the perspective of an attacker, this
can be resolved by either increasing the number of switches or reducing the budget.

(b) Problem-feature-space transitions. To better understand the influence of the
alternating search on the success rate of our attack, we conduct an additional ex-
periment. In particular, we simulate our attack for different numbers of transitions
S ∈ {1, 2, 4, 8, 16} between the problem space and the feature space. We consider the
same targets as before and set the attack budget to σ = 1.

The results of this experiment are depicted on the right side of Figure 4. Increasing
the number of transitions has a significant effect on the success rate. For all configura-
tions, we see a steady improvement when the number of problem-feature-space transi-
tions increases. Notably, even the format-level transformations require multiple transi-
tions in some cases. The success rate increases from 77.13%—with no transitions—to
100% when increasing S. By alternating between F and Z we share constraints between
problem and feature space to find modifications that can be realized in the problem
space. This further underlines that it is beneficial and in fact necessary to considreser
both spaces together.

4.2 Black-box Scenario

In practice, an attacker typically does not have unrestricted access to the target
system. In the following, we therefore assume a black-box scenario and consider an
adversary with only limited knowledge. In particular, this adversary cannot access
the assignment system and its training data. Instead, we demonstrate that she could
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Figure 5: Surrogate ensemble sizes. We simulate the attack with varying numbers of
surrogate models. For each ensemble size, we report the mean success rate over 8 target
systems with 100 targets each for all three attack objective.

leverage her knowledge about the program committee and construct a surrogate dataset
to train her own models for preparing adversarial papers.

The assignment systems AutoBid and TPMS do not specify how the corpus for
training a topic model is constructed. They only require that the selected publications
are representative of the reviewers. Hence, even if we do not know the exact composition
of the training data, we can still collect a surrogate corpus of representative data with
public information, such as recent papers of the PC members, and transfer our attack
between models. In practice, the success of this transfer depends on two factors: (a)
the stability of the surrogate models and (b) the overlap of publications between the
original training data and the surrogate corpus.

Stability of surrogate models. The training of LDA introduces high variance [36,
37], so that adversarial papers naïvely computed against one model will likely not
transfer to another. To account for this instability, we approximate the model space and
consider an ensemble of surrogate models. That is, we run our attack simultaneously
against multiple surrogate models trained on the same data. We focus on format-level
transformations and repeat the attacks for all three objectives. We vary the number
of models in the ensemble from 1 to 8 and consider an overlap of 70% between the
underlying surrogate corpus and the original training data.

Figure 5 show the results of this experiment. Across all objectives, we see an im-
provement of the success rate when increasing the number of surrogate models. This is
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Figure 6: Transferability. We visualize the transferability of 100 adversarial paper among 8
target assignment systems. Attacks were performed with an ensemble size of 8 and we focus
on the selection objective. Adversarial papers where the unmodified submission is already
successful are displayed in light blue.

intuitive: the adversarial papers are optimized against all models and thus more likely
to transfer to other models. This robustness, however, comes at a cost and the number
of modifications increases as well. The median L1 norm increases from 1,990 to 7,556
when considering 8 instead of a single surrogate model (see Appendix F).

As a result, an adversary in the black-box scenario must find a trade-off: If she needs
a successful attack with high probability, she must sacrifice detectability and modify
a large number of words. If, on the other end, she only wants to increase her chances
for a specific assignment, she can operate without an ensemble and adapt only a few
words.

To further study the transferability of our attack, we sample 100 target reviewer from
the median ranking computed over 8 assignment systems and simulate the attack with
an ensemble of 8 surrogates. Figure 6 visualizes how the resulting adversarial papers
transfer among the target systems. 96% of the papers are successful against four or
more target systems and 34 % are successful considering all 8 systems.

Overlap of surrogate corpus. To understand the role of the surrogate corpus, we
finally repeat the previous experiment with varying levels of overlap. Surprisingly, the
attack remains robust against variations in training data. The success rate only fluc-
tuates slightly: 78.0% (100% overlap), 80.0% (70% overlap), 79.6% (30% overlap), and
82.8% (0% overlap). To explain this, we compute the cross-entropy of the reviewer-
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to-words distributions ϕ̂r for models trained on training data with different overlaps.
We observe that the cross-entropy between models trained on the same dataset (i.e.,
100% overlap) is in the same range compared to models trained on different data (cf.
Appendix G for details). As LDA models trained on the same corpus already vary sig-
nificantly, our attack seeks a robust solution that transfers well if the surrogate models
have less overlap with the original training data.

4.3 Plausibility and Semantics

Finally, we empirically verify if the adversarial modifications are (a) plausible and (b)
preserve the semantics of the text.

Study design. As dataset, we use the combined set of original and adversarial papers
from our evaluation. In total, we select seven original papers and their adversarial
counterparts, ensuring varying topics and transformations. The attack budget is σ =

1.00. Due to a limited number of participants, we focus on visible transformations (i.e.
encoding-level and text-level) that a reviewer could detect. Each participant selects
(“bids on”) one paper. This selection cannot be changed afterwards and participants are
secretly assigned either to the adversarial or to the unmodified version. Each participant
will only check one paper to avoid potential bias and fatigue effects.

We design the review process along two phases. Our methodology here is inspired by
the work from Bajwa et al. [39] and Sullivan et al. [40]. In the first phase, we request
participants to write a mini-review (as a proxy task) for a given paper. In the second
phase, we ask if they think the paper has been manipulated. Importantly, the answers of
phase 1 cannot be changed. This two-phase separation allows us to observe two factors:
First, we can analyze how suspicious adversarial papers are to an unaware reader.
Second, once the reader is informed, we can learn about which transformations are
noticeable and make our attack detectable. In each phase, we provide a template with
questions on a numerical scale from 1–5, together with free text fields for justifying the
rating. Participants are debriefed finally. We obtained approval from our institution’s
Institutional Review Board (IRB) and our study protocol was deemed to comply with
all regulations.

Results. We recruited 21 security researchers (15× PhD students, 4× postdocs, 1×
faculty, 1× other). All participants are familiar with the academic review process but
have different review experience (7× have not written a review before, 4× between 1-2
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Phase 1: Review
How do you rate the overall organization of the paper?

How do you rate the comprehensibility of the paper?

How do you rate the literature quality and bibliography?

How do you rate the overall writing quality?

How do you rate the formatting and style?

1 2 3 4 5
Low HighSpecified rating

Phase 2: Manipulation Check
How likely is the paper manipulated by an automated system?

Figure 7: Ratings of benign and adversarial papers. For each question, the upper
boxplot shows the ratings from the benign papers, the lower boxplot from the adversarial
papers.

reviews, 6× between 3-10, and 4× at least 10 reviews). The participants reviewed a
total of 12 adversarial and 9 original submissions.

Figure 7 summarizes the results. Benign and adversarial submissions are rated similar
across all review questions. No participant was certain that a paper was manipulated
(i. e., gave it a ranking of 5) and only a single of the 12 manipulated submissions was
flagged as suspicious with a rating of 4. This was justified with missing references and
redundancy in the text—neither of which were introduced by our attack. Interestingly,
this reviewer did notice the spelling mistake and language model transformer (when
asked about the writing quality), but did not attribute this as a sign for manipulation.
This is opposed to two false positive ratings of benign papers, which results in a overall
detection precision of 33% with a recall of only 8%. This highlights the difficulty to
detect any introduced modifications.
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Finally, we check that the semantics of the papers are not changed. With the limited
attack budget, only small, bounded changes are made to a paper. This is further sup-
ported by the organization and comprehensibility ratings in Figure 7, which are similar
between manipulated and benign submissions.

5 Discussion

Our work reveals a notable vulnerability in systems for automatic paper-reviewer
assignment. In the following, we discuss further aspects of our findings, including lim-
itations, defenses, and the implications and benefits of an attack.
Committee size. We simulate an automatic assignment for two large security confer-
ences with committees composed of 120 and 165 reviewers, respectively. Considering
the current trend, it is likely that these conferences will continue to grow larger. In
the following, we want to understand how an increased set of concurring reviewers
impacts the attack. Therefore, we consider committees with 100–500 reviewers sam-
pled from a pool of 528 reviewers (taken from USENIX and S&P committees between
2018–2022) with a total of 11,770 papers in the underlying corpus. Appendix H shows
the number of required changes as a function of the committee size. Across the three
objectives—selection, rejection, and substitution—we observe only a minor impact on
the attack. The attack remains successful with a success rate between 98.00% – 98.92%
and the number of required modifications remains largely unaffected. For the smallest
committee considered (with 100 reviewers), we observe a slightly larger uncertainty.
Intuitively, in this case the assignment is more dependent on the particular choice of
the committee which gets averaged out for larger committees.

Load balancing and conflicts. Our attack focuses on the manipulation of assignment
scores and assumes a direct matching from PC members to submissions. For a complete
end-to-end attack, an attacker would also need to take load balancing of submissions
and reviewer conflicts into account. For example, the target submission might compete
with another paper on the same topic and get a different assignment despite a successful
manipulation of the topic model.

Unfortunately, these obstacles are hard to model, as conflicts and the other submis-
sions are typically not known to the adversary. Instead, we can generally improve the
resilience of our attack. By increasing the margin Φ of the target reviewer to others,
we can make a matching assignment more likely. Interestingly, in this case, conflicts
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can be even seen as a simplification: if a target reviewer is the top candidate among
all reviewers R, she is also the top candidate for only a subset of reviewers (i.e., all
unconflicted reviewers).

To further understand the role of this margin, we simulate the selection of a reviewer
for different values of Φ ∈ {0, 0.1, 0.2} and varying numbers of concurring submissions
between 200 and 1,000 (sampled from a hold-out corpus). We model the full assignment
to maximize similarity subjected to load constraints as introduced in Section A. We as-
sume Lx = 5 reviews per paper and that each reviewer is assigned Lr = 10 submissions.
Appendix I shows the attack’s success rate as a function of the number of concurring
submissions. The attack remains effective but we observe a slight downward trend of its
success rate. This is expected: with increasing number of submissions, there exist more
similar paper that compete for a given reviewer. An attacker can account for this by
(1) increasing the margin and, as the attack is undetectable (in general), an attacker
could (2) further increase her chances by repeating the attack (e.g., resubmitting a
rejected paper).

Paper corpus. We select accepted papers from IEEE S&P 2022 as basis for our evalua-
tion. This selection leads to a potential bias, as rejected submissions are not considered.
However, we do not expect any impact on our results. Papers follow a common struc-
ture, so that our transformations in LATEX are applicable in general. The feature-space
algorithm works on bag-of-words vectors, which is just another representation for any
paper. In Appendix D, we test our attack with papers from the 29th USENIX Security
Symposium and find no significant difference in our results.

Countermeasures and defenses. Our results show that systems based on topic
models such as LDA have relatively strong robustness towards adversarial noise. This
stands in stark contrast to neural networks, where changing only a few words can
already lead to a misclassification [e.g., 27, 24]. However, our work also demonstrates
that LDA-based systems are still vulnerable to adversarial examples and there is a need
for appropriate defenses.

Unfortunately, text-level manipulations are challenging to fend off, as they can only
be spotted on the semantic level. In our user study, participants often struggled to
differentiate adversarial modifications from benign issues and an adversary can al-
ways manually rewrite an adversarial paper to further reduce the detection probability.
Moreover, even completely machine generated text—such as done with our OPT-based
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transformer—is often indistinguishable from natural text [41, 42]. The underlying mod-
els are evolving rapidly and current state-of-the-art models such as InstructGPT [43]
and Galactica [44] are now actively used for academic writing.

For encoding-level and format-level changes, however, defenses are feasible: The root
cause of these manipulations is the disparity between human perception and parser-
based text extraction. Thus, an effective defense needs to mimic a human reader as
close as possible similar to defenses recently proposed for adversarial examples in other
domains [e.g. 45]. To evaluate this defense, we replace the parser-based text extraction
(pdftotext) with an optical character recognition (OCR) (tesseract). We observe
that for the modified system the encoding-level and format-level attacks now completely
fail, while the performance of the text-level attacks remains unaffected. At the same
time, however, we observe a large increase in runtime. Compared to the parser-based
extraction, OCR is orders of magnitude slower and needs an average time of 56 s for a
single submission compared to 0.14 s with conventional text extraction.

Other countermeasures can be more tailored to the individual transformations: Flag
usage of unusual font encodings to prevent homoglyph attacks, remove comment boxes
and non-typeset pages in a preprocessing step, or automatically verify the bibliography
entries using online bibliography databases.

Benefits and implications. Manipulating a submission comes with a considerable
risk if the attack is detected. This can range from a desk reject over a submission ban at
a specific venue to permanent damage of the authors’ scientific reputation [46]. Never-
theless, recent incidents show that academic misconduct happens. Dishonest authors,
for example, leveraged synthetic texts to increase the paper output [47]. Moreover,
collusion rings exist where authors and reviewers collaborate to accept each other’s
papers [48]. Automated assignment techniques can raise the bar for dishonest collabo-
rations considerably [49], yet our work shows that these techniques need to be imple-
mented with care. Apart from collusion rings, dishonest authors can also work alone:
They can try to promote an unfamiliar reviewer who might overlook paper issues and
thus more likely submit a positive review.

We believe that dishonest authors more likely risk deniable manipulations such as a
few spelling mistakes or additional references. Our evaluation shows this is sometimes
already enough, for example, to promote an unfamiliar reviewer. As the line between
adversarial and benign issues in a paper is often not clear, such an attack can be hard to
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discover. All in all, the automatic assignment of papers enables not only manipulations
that undermine the entire reviewing process, but also small-scale attacks in which
assignments are tweaked by a few deniable changes.

6 Related Work

Our attack touches different areas of security research. In the following, we examine
related concepts and methods.
Adversarial learning. A large body of work has focused on methods for creating
adversarial examples that mislead learning-based systems [50]. However, most of this
work considers attacks in the image domain and assumes a one-to-one mapping between
pixels and features. This assumption does not hold in discrete domains, leading to
the notion of problem-space attacks [34, 51]. Our work follows this research strand
and introduces a new hybrid attack strategy for operating in both the feature space
and problem space. Furthermore, we examine weak spots in text preprocessing, which
extend the attack surface for adversarial papers. These findings complement prior work
advocating that the security of preprocessing in machine learning needs be considered
in general [52].

Table 3 summarizes prior work on misleading text classifiers. While we build on
some insights developed in these works, text classification and paper assignment differ
in substantial aspects: First, the majority of prior work focuses on untargeted attacks
that aim at removing individual features. In our case, however, we have to consider
a targeted attack where an adversary needs to specifically change the assignment of
reviewers. Second, prior attacks often directly exploit the gradient of neural networks
or compute a gradient by using word importance scores. Such gradient-style attacks
are not applicable to probabilistic topic models.

In view of these differences, our work is more related to the attack from Zhou et
al. [23] which studies the manipulation of LDA. The authors show that an evasion is
NP-hard and present an attack to promote and demote individual LDA topics. For our
manipulation, however, we need to adjust not only individual topics but the complete
topic distribution as well as consider side effects with concurring reviewers.

Attacks on assignment systems. Finally, another strain of research has explored
the robustness of paper-reviewer assignment systems. Most of these works are based
on content-masking attacks [33, 57], which use format-level transformation to exploit
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Table 3: Overview of related attacks against text classifiers.
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Ebrahimi et al. [54]   3 3 NN
Eger et al. [31]  3 3 NN
Gao et al. [27]  3 3 NN
Iyyer et al. [55]  3 3 NN
Jin et al. [25]  3 3 NN
Li et al. [24]   3 3 NN,LR
Liu et al. [28]   3 3 NN
Papernot et al. [56]  3 NN
Ren et al.[26]  3 3 NN

the discrepancy between displayed and extracted text. More specifically, Markwood
et al. [33] and Tran and Jaiswal [57], similar to our work, target the paper-reviewer
assignment task. Their attack is evaluated against Latent Semantic Indexing [58]—
that is not used in real-world systems like TPMS. Although Tran and Jaiswal [57]
recognize the shortcomings of format-level transformations, they do not explore text-
level transformations or the interplay between the problem space and feature space of
topic models.

Complementary to our work, a further line of research focuses on the collusion of re-
viewers. These works have analyzed semi-automatic paper matching systems under the
assumption that malicious researchers can manipulate the paper assignment by care-
fully adjusting their paper biddings. Jecmen et al. [8] propose a probabilistic matching
to decrease the probability of a malicious reviewer to be assigned to a target submission,
while Wu et al. [9] tries to limit the disproportional influence of malicious biddings.

7 Conclusion

In this paper, we demonstrate that current systems for automatic paper-reviewer
assignments are vulnerable and can be misled by adversarial papers. On a broader
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level, we develop a novel framework for constructing adversarial examples in discrete
domains through joint optimization in the problem space and feature space. Based
on this framework, we can craft objects that satisfy real-world constraints and evade
machine-learning models at the same time.

In summary, our work demonstrates a significant attack surface of current matching
systems and motivates further security analysis prior to their deployment. As a result,
we have informed the developers of TPMS and Autobid about our findings, as part of
a responsible disclosure process.
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A Training Corpus

In the following, we describe how the corpus for the simulated paper-reviewer assign-
ment process is generated. The PC of the 43rd IEEE Symposium on Security and
Privacy conference consists of 165 persons. For each PC member, we construct an
archive of papers representative for the person’s expertise and interests by crawling
their Google Scholar profile. In rare cases, this profile is not available and we use the
profile from DBLP computer science bibliography instead. We sort all papers first by
year and then by number of citations to obtain an approximation of the recent research
interests. From this list, we remove all papers with no citation and for which we cannot
obtain a PDF file (e.g., paywalled files we cannot access). Furthermore, we remove
papers that are already used as a target submission. From the remaining list, we select
the first 40 papers (if available).

To construct reviewer archives Ar, we randomly sample 20 paper for each reviewer
and compile the corpus as the union of these archives. The remaining 20 papers are
used to simulate the black-box scenario. Here, we consider different levels of overlaps
between 0% (i.e., no overlap between the training data of the surrogates and target
system) and 100% (i.e., complete overlap).
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B Hyperparameter Selection

In the following, we describe how we determine the hyperparameters of our attack in
the two scenarios.

White-box scenario. We perform a grid search over 100 randomly sampled targets
from all three objectives and optimize parameters as a trade-off between attack efficacy
and efficiency. To not overfit to a specific model, we train 8 AutoBid systems on different
random seeds and randomly select one system per target. Note that an attacker with
full-knowledge could also choose parameters that perform best for a specific target. We
set the beam width B = 8 ∈ {20, . . . , 23}, step size k = 128 ∈ {25, . . . , 28}, number of
successors M = 512 ∈ {27, . . . , 29}, and reviewer window to ω = 6 ∈ {21, . . . , 23} with
offset υ = 3 ∈ {0, . . . , 3}. The target rank for rejected reviewer is set to rankrej

x = 10

and we consider ν = 5000 words per reviewer. We run the attack for at most I = 1000

iterations with at most S = 8 transitions between spaces and a target margin of
Φ = −0.02.

Black-box scenario. We repeat the grid search and train 8 systems on a surrogate
corpus at 70% overlap. We randomly sample 100 targets from all three objectives and
assign each a random surrogate system. We set the beam width B = 4 ∈ {20, . . . , 23},
step size k = 256 ∈ {25, . . . , 28}, number of successors M = 128 ∈ {27, . . . , 29}, and
reviewer window to ω = 2 ∈ {21, . . . , 23} with offset υ = 1 ∈ {0, . . . , 3}. Finally,
to increase the robustness of our attack, we set the margin as Φ = −0.16. All other
parameters are the same as before.
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C Feature-Space Search

We report the L1 norms of individual attacks exemplary for the selection objective.
We consider 8 different assignment system and sample 100 random targets per system
(i. e., 800 attacks in total).
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D Generalization of Attack

We empirically evaluate our attack on two conferences with differently sized commit-
tees: (a) the 29th USENIX Security Symposium with 120 reviewers and (b) the 43rd
IEEE Symposium on Security and Privacy conference with a larger committee con-
sisting of 165 reviewers. We simulate the attack for all three objectives and report the
aggregated success rate, the median running time, and the median L1 and L∞ norm.

Success Rate Running Time L1 L∞

USENIX ’20 99.62 % 7m 38s 1033 30

IEEE S&P ’22 99.67 % 7m 12s 1115 35
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E Scaling of Target Reviewer

We run the attack for different combinations of the number of selected and rejected
target reviewers. For each combination, we report the median L1 norm as well as the
success rate over 100 targets.

0 1 2 3 4 5

# Selected Reviewer

0

1

2#
R

ej
ec

te
d

R
ev

ie
w

er L1

Success
Rate 100.00%

571

99.00%

1136

95.00%

1636

92.00%

3145

65.00%

5968

100.00%

825

100.00%

2160

96.00%

2178

94.00%

3496

80.00%

4676

53.00%

7911

99.00%

1402

99.00%

3086

90.00%

2758

85.00%

3776

73.00%

4680

50.00%

8510

98



F Surrogate Ensembles

F Surrogate Ensembles

We report the L1 norms for the black-box scenario with varying sizes of surrogate
ensembles. We report the L1 over 100 targets for all three objectives.
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G Overlap

We compare the cross-entropy of reviewer-to-words distributions across models trained
on a corpus with different overlaps. We randomly select 10 reviewers and report the
mean cross-entropy and standard deviation between 8 models each (i.e., 64 pairs per
overlap and reviewer).

#
Overlap

0% 30% 70% 100%

1 13.19± 0.46 13.13± 0.47 13.12± 0.37 13.20± 0.44

2 12.56± 0.29 12.55± 0.37 12.64± 0.34 12.50± 0.29

3 13.58± 0.63 13.56± 0.56 13.47± 0.62 13.52± 0.63

4 12.43± 0.50 12.29± 0.48 12.35± 0.54 12.32± 0.50

5 13.41± 0.51 13.41± 0.61 13.50± 0.56 13.31± 0.66

6 12.84± 0.23 12.81± 0.21 12.93± 0.25 12.90± 0.23

7 14.20± 0.42 14.28± 0.44 14.39± 0.48 14.08± 0.41

8 13.57± 0.46 13.59± 0.46 13.55± 0.40 13.66± 0.42

9 13.44± 0.72 13.33± 0.68 13.54± 0.67 13.44± 0.76

10 15.24± 0.59 15.08± 0.59 15.31± 0.66 14.88± 0.61

100



H Committee Size

H Committee Size

We simulate the attack with varying sizes of the program committee. For each size, we
report the mean number of required modifications over 8 target systems each sampled
with a random committee. For each objective, we compute 280 adversarial papers per
target system.
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We simulate the attack with varying numbers of concurring submissions between 200
and 1,000. We report the mean success rate over 8 target systems each sampled with a
random committee. For each objective, we compute 280 adversarial papers per target
system.
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J Problem-Space Transformations

Detailed description of problem-space transformations. For the transformations’ cate-
gorization, see Table 1.

Transformation Description

Reference addition Given a database of bibtex records of real papers, this transformation adds papers to the bibliography. It has two
options:

• Add unmodified papers. This option treats the insertion as optimization problem. It tries to find k bibtex
records such that the number of added words is maximized. This allows us to maximize the impact of the
added papers in the bibliography.

• Add adapted papers. This option adds r words into a randomly selected bibtex record, which is then added
to the bibliography. This transformation allows us to add very specific words which are difficult to add in
the normal text in a meaningful way. In the experiments, r is set to 3, i. e., each added bibliography entry
has only 3 additional words to avoid suspicion.

Synonym This transformation replaces words by synonyms using a security domain-specific word embedding [59]. To this
end, the word embeddings are computed on a collection of 11,770 security papers (Section 7 presents the dataset).
Two options are implemented:

• Add. Allows adding a word. For each word in the text, it obtains its synonyms. If one of the synonyms is in
the list of words that should be added, the synonym is used as replacement for the text word.

• Delete. Allows removing a word by replacing it with one of its synonyms.

The transformation iterates over possible synonyms and only uses a synonym if it has the same part-of-speech (POS)
tag as the original word. From the remaining set of synonyms, the transformation randomly chooses a candidate.

Spelling mistake Inserts a spelling mistake into a word that should be deleted.

• Most common misspelling. This option tries to find a misspelling from a list of 78 rules for most common
misspellings, such as appearence instead of appearance (rule: ends with -ance), or basicly instead of basically
(rule: ends with -ally).

• Swap or delete. Swap two adjacent letters or delete a letter in the word. Chooses between both ways randomly.

The transformation first tries to find a common misspelling, and if not possible, it applies the swap-or-delete
strategy.

Language model Uses a language model, here OPT [30], to create sentences with the requested words. To create more security-related
sentences, we use the corpus from Section 7 consisting of 11,770 security papers to finetune the OPT-350m model.
Equipped with this model, the transformer appends new text at the end of the related work or discussion section. To
this end, we extract some text before the insertion position and ask the model to complete the text while choosing
suitable words from the set of requested words.

Homoglyph Replaces a single character in a word by a visually identical or similar homoglyph. For instance, we can replace the
Latin letter A by its Cyrillic equivalent.

Hidden box Uses the accessibility support with the latex package accsupp that allows defining an alternative text over an input
text. Only the input text is visible, while the feature extractor processes the alternative text. This allows adding
an arbitrary number of words as alternative text. As the input text is not processed, we can also delete words or
text in this way. Two options are implemented:

• Add. Allows adding an arbitrary number of words in the alternative text. This step requires defining the
alternative text at least over a visible word that is, however, not extracted as feature afterwards anymore.
To reduce side effects, the transformation first checks if the attack requests a word to be reduced. If so,
it lays the alternative text over this word. Otherwise, a stop word is chosen that would be ignored in the
preprocessing stage anyway. The step thus reduces possible side effects.

• Delete. Adds an empty alternative text over the input word that needs to be removed, so that the word is
not extracted anymore.
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Abstract

Adversarial examples seem to be inevitable. These specifically crafted inputs allow
attackers to arbitrarily manipulate machine learning systems. Even worse, they often
seem harmless to human observers. In our digital society, this poses a significant threat.
For example, Automatic Speech Recognition (ASR) systems, which serve as hands-free
interfaces to many kinds of systems, can be attacked with inputs incomprehensible for
human listeners. The research community has unsuccessfully tried several approaches
to tackle this problem.

In this paper we propose a different perspective: We accept the presence of adver-
sarial examples against ASR systems, but we require them to be perceivable by human
listeners. By applying the principles of psychoacoustics, we can remove semantically
irrelevant information from the ASR input and train a model that resembles human
perception more closely. We implement our idea in a tool named Dompteur∗ and
demonstrate that our augmented system, in contrast to an unmodified baseline, suc-
cessfully focuses on perceptible ranges of the input signal. This change forces adversar-
ial examples into the audible range, while using minimal computational overhead and
preserving benign performance. To evaluate our approach, we construct an adaptive
attacker that actively tries to avoid our augmentations and demonstrate that adver-
sarial examples from this attacker remain clearly perceivable. Finally, we substantiate
our claims by performing a hearing test with crowd-sourced human listeners.

∗ The French word for tamer



B Taming Audio Adversarial Examples

1 Introduction

The advent of deep learning has changed our digital society. Starting from simple
recommendation techniques [1] or image recognition applications [2], machine-learning
systems have evolved to solve and play games on par with humans [3, 4, 5, 6], to
predict protein structures [7], identify faces [8], or recognize speech at the level of
human listeners [9]. These systems are now virtually ubiquitous and are being granted
access to critical and sensitive parts of our daily lives. They serve as our personal
assistants [10], unlock our smart homes’ doors [11], or drive our autonomous cars [12].

Given these circumstances, the discovery of adversarial examples [13] has had a
shattering impact. These specifically crafted inputs can completely mislead machine
learning-based systems. Mainly studied for image recognition [13], in this work, we
study how adversarial examples can affect Automatic Speech Recognition (ASR) sys-
tems. Preliminary research has already transferred adversarial attacks to the audio
domain [14, 15, 16, 17, 18, 19]. The most advanced attacks start from a harmless
input signal and change the model’s prediction towards a target transcription while
simultaneously hiding their malicious intent in the inaudible audio spectrum.

To address such attacks, the research community has developed various defense mech-
anisms [20, 21, 22, 23, 24, 25]. All of the proposed defenses—in the ever-lasting cat-
and-mouse game between attackers and defenders—have subsequently been broken [26].
Recently, Shamir et al. [27] even demonstrated that, given certain constraints, we can
expect to always find adversarial examples for our models.

Considering these circumstances, we ask the following research question: When we
accept that adversarial examples exist, what else can we do? We propose a paradigm
shift: Instead of preventing all adversarial examples, we accept the presence of some,
but we want them to be audibly changed.

To achieve this shift, we take inspiration from the machine learning community,
which sheds a different light on adversarial examples: Illyas et al. [28] interpret the
presence of adversarial examples as a disconnection between human expectations and
the reality of a mathematical function trained to minimize an objective. We tend to
think that machine learning models must learn meaningful features, e. g., a cat has
paws. However, this is a human’s perspective on what makes a cat a cat. Machine
learning systems instead use any available feature they can incorporate in their decision
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process. Consequently, Illyas et al. demonstrate that image classifiers utilize so-called
brittle features, which are highly predictive, yet not recognizable by humans.

Recognizing this mismatch between human expectations and the inner workings of
machine learning systems, we propose a novel design principle for ASR system in-
spired by the human auditory system. Our approach is based on two key insights:
(i) the human voice frequency is limited to the band ranges of approximately 300 −
5000Hz [29], while ASR systems are typically trained on 16kHz signals, which range
from 0−8000Hz, and (ii) audio signal can carry information, inaudible to humans [15].
Given these insights, we modify the ASR system by restricting its access to frequen-
cies and applying psychoacoustic modeling to remove inaudible ranges. The effects are
twofold: The ASR system can learn a better approximation of the human perception
during training (i.e., discarding unnecessary information), while simultaneously, adver-
saries are forced to place any adversarial perturbation into audible ranges.

We implement these principles in a prototype we call Dompteur. In a series of
experiments, we demonstrate that our prototype more closely models the human audi-
tory system. More specifically, we successfully show that our ASR system, in contrast
to an unmodified baseline, focuses on perceptible ranges of the audio signal. Following
Carlini et al. [30], we depart from the lab settings predominantly studied in prior
work: We assume a white-box attacker with real-world capabilities, i.e., we grant them
full knowledge of the system and they can introduce an unbounded amount of per-
turbations. Even under these conditions, we are able to force the attacker to produce
adversarial examples with an average of 24.33 dB of added perturbations while re-
maining accurate for benign inputs. Additionally, we conduct a large scale user study
with 355 participants. The study confirms that the adversarial examples constructed
for Dompteur are easily distinguishable from benign audio samples and adversarial
examples constructed for the baseline system.

In summary, we make the following key contributions:

• Constructing an augmented ASR. We utilize our key insights to bring ASR sys-
tems in better alignment with human expectations and demonstrate that tradi-
tional ASR systems indeed utilize non-audible signals that are not recognizable
by humans.

• Evaluation against adaptive attacker. We construct a realistic scenario where the
attacker can adapt to the augmented system. We show that we successfully force
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the attacker into the audible range, causing an average of 24.33 dB added noise to
the adversarial examples. We could not find adversarial examples when applying
very aggressive filtering; however, this causes a drop in the benign performance.

• User study. To study the auditory quality of adversarial examples, we perform
a user study with an extensive crowd-sourced listening test. Our results demon-
strate that the adversarial examples against our system are significantly more
perceptible by humans.

To support further research in this area, we open-source our prototype implementation,
our pre-trained models, and audio samples online at github.com/rub-syssec/dompteur.

2 Technical Background

In the following, we discuss the background necessary to understand our augmentation
of the ASR system. For this purpose, we briefly introduce the fundamental concepts of
ASRs and give an overview of adversarial examples. Since our approach fundamentally
relies on psychoacoustic modeling, we also explain masking effects in human perception.

Speech recognition. ASR constitutes the computational core of today’s voice in-
terfaces. Given an audio signal, the task of an ASR system is to transcribe any spoken
content automatically. For this purpose, traditionally, purely statistical models were
used. They now have been replaced by modern systems based on deep learning meth-
ods [31, 32, 33], often in the form of hybrid neural/statistical models [34].

In this paper, we consider the open-source toolkit Kaldi [35] as an example of such
a modern hybrid system. Its high performance on many benchmark tasks has led to its
broad use throughout the research community as well as in commercial products like
e. g., Amazon’s Alexa [36, 37, 38].

Kaldi, and similar DNN/HMM hybrid systems can generally be described as three-
stage systems:

1. Feature extraction. For the feature extraction, a frame-wise discrete Fourier trans-
form (DFT) is performed on the raw audio data to retrieve a frequency represen-
tation of the input signal. The input features of the Deep Neural Networks (DNN)
are often given by the log-scaled magnitudes of the DFT-transformed signal.
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2. Acoustic model DNN. The DNN acts as the acoustic model of the ASR system. It
calculates the probabilities for each of the distinct speech sounds (called phones)
of its trained language being present in each time frame from its DFT input fea-
tures. Alternatively, it may compute probabilities, not of phones, but of so-called
clustered tri-phones or, more generally, of data-driven units termed senones.

3. Decoding. The output matrix of the DNN is used together with an hidden Markov
model (HMM)-based language model to find the most likely sequence of words,
i. e., the most probable transcription. For this purpose, a dynamic programming
algorithm, e.g., Viterbi decoding, is used to search the best path through the
underlying HMM. The language model describes the probabilities of word se-
quences, and the acoustic model output gives the probability of being in each
HMM state at each time.

Psychoacoustic modeling. Recent attacks against ASR systems exploit intrin-
sics of the human auditory system to make adversarial examples less conspicuous
[17, 39, 40, 41]. Specifically, these attacks utilize limitations of human perception to
hide modifications of the input audio signal within inaudible ranges. We use the same
effects for our approach to remove inaudible components from the input:

• Absolute hearing threshold. Human listeners can only perceive sounds in a limited
frequency range, which diminishes with age. Moreover, for each frequency, the
sound pressure is important to determine whether the signal component is in the
audible range for humans. Measuring the hearing thresholds, i. e., the necessary
sound pressures for each frequency to be audible in otherwise quiet environ-
ments, one can determine the so-called absolute hearing threshold as depicted in
Figure 1a. Generally speaking, everything above the absolute hearing thresholds
is perceptible in principle by humans, which is not the case for the area under the
curve. As can be seen, much more energy is required for a signal to be perceived
at the lower and higher frequencies. Note that the described thresholds only hold
for cases where no other sound is present.

• Frequency masking. The presence of another sound—a so-called masking tone—
can change the described hearing thresholds to cover a larger area. This masking
effect of the masking tone depends on its sound pressure and frequency. Figure 1b
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shows an example of a 1 kHz masking tone, with its induced changes of the hearing
thresholds indicated by the dashed line.

• Temporal masking. Like frequency masking, temporal masking is also caused by
other sounds, but these sounds have the same frequency as the masked tone and
are close to it in the time domain, as shown in Figure 1c. Its root cause lies in
the fact that the auditory system needs a certain amount of time, in the range of
a few hundreds of milliseconds, to recover after processing a higher-energy sound
event to be able to perceive a new, less energetic sound. Interestingly, this effect
does not only occur at the end of a sound but also, although much less distinct,
at the beginning of a sound. This seeming causal contradiction can be explained
by the processing of the sound in the human auditory system.

Adversarial examples. Since the seminal papers by Szegedy et al. [13] and Big-
gio et al. [42], a field of research has formed around adversarial examples. The basic
idea is simple: An attacker starts with a valid input to a machine learning system.
Then, they add small perturbations to that input with the ultimate goal of changing
the resulting prediction (or in our case, the transcription of the ASR).

More formally, given a machine learning model f and an input-prediction pair 〈 x, y 〉,
where f(x) = y, we want to find a small perturbation δ s.t.:

x′ = x+ δ ∧ f(x′) 6= f(x).

In this paper, we consider a stronger type of attack, a targeted one. This has two
reasons: the first is that an untargeted attack in the audio domain is fairly easy to
achieve. The second is that a targeted attack provides a far more appealing (and thus,
far more threatening) real-life use case for adversarial examples. More formally, the
attacker wants to perturb an input phrase x (i.e., an audio signal) with a transcription y

(e.g., “Play the Beatles”) in such a way that the ASR transcribes an attacker-chosen
transcription y′ (e.g., “Unlock the front door”). This can be achieved by computing an
adversarial example x′ based on a small adversarial perturbation δ s.t.:

x′ = x+ δ ∧ ASR(x′) = y′ ∧ y 6= y′. (1)

There exist a multitude of techniques for creating such adversarial examples. We use
the method introduced by Schönherr et al. [17] for our evaluation in Section 4. The
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(a) Absolute Hearing Thresholds
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(b) Frequency Masking
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(c) Temporal Masking

Figure 1: Psychoacoustic allows to describe limitations of the human auditory
system. Figure 1a shows the average human hearing threshold in quiet. Figure 1b shows an
example of masking, illustrating how a loud tone at 1kHz shifts the hearing thresholds of
nearby frequencies and Figure 1c shows how the recovery time of the auditory system after
processing a loud signal leads to temporal masking.
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method can be divided into three parts: In a first step, attackers choose a fixed output
matrix of the DNN to maximize the probability of obtaining their desired transcription
y′. As introduced before, this matrix is used in the ASR system’s decoding step to obtain
the final transcription. They then utilize gradient descent to perturb a starting input
x (i. e., an audio signal feed into the DNN), to obtain a new input x′, which produces
the desired matrix. This approach is generally chosen in white-box attacks [16, 18].
Note that we omit the feature extraction part of the ASR; however, Schönherr et al.
have shown that this part can be integrated into the gradient step itself [17]. A third
(optional) step is to utilize psychoacoustic hearing thresholds to restrict the added
perturbations to inaudible frequency ranges. More technical details can be found in
the original publication [17].

3 Modeling the Human Auditory System

We now motivate and explain our design to better align the ASR system with human
perception. Our approach is based on the fact that the human auditory system only
uses a subset of the information contained in an audio signal to form an understanding
of its content. In contrast, ASR systems are not limited to specific input ranges and
utilize every available signal – even those inaudible for the human auditory system.
Consequently, an attacker can easily hide changes within those ranges. Intuitively, the
smaller the overlap between these two worlds, the harder it becomes for an attacker
to add malicious perturbations that are inaudible to a human listener. This is akin to
reducing the attack surface in traditional systems security.

To tackle these issues, we leverage the following two design principles in our approach:

(i) Removing inaudible parts: As discussed in Section B, audio signals typically carry
information imperceptible to human listeners. Thus, before passing the input to
the network, we utilize psychoacoustic modeling to remove these parts.

(ii) Restricting frequency access: The human voice frequency range is limited to a
band of approximately 300 − 5000Hz [29]. Thus, we implement a band-pass
filter between the feature extraction and model stage (cf. Section B) to restrict
the acoustic model to the appropriate frequencies.
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3.1 Implementation

In the following, we present an overview of the implementation of our proposed augmen-
tations. We extend the state-of-the-art ASR toolkit Kaldi with our augmentations to
build a prototype implementation called Dompteur. Note that our proposed methods
are universal and can be applied to any ASR system.

Psychoacoustic filtering. Based on the psychoacoustic model of MPEG-1 [43], we
use psychoacoustic hearing thresholds to remove parts of the audio that are not perceiv-
able to humans. These thresholds define how dependencies between certain frequencies
can mask, i.e., make inaudible, other parts of an audio signal. Intuitively, these parts of
the signal should not contribute any information to the recognizer. They do, however,
provide space for an attacker to hide adversarial noise.

We compare the absolute values of the complex valued short-time Fourier transform
(STFT) representation of the audio signal S with the hearing thresholds H and define
a mask via

M(n, k) =

0 if S(n, k) ≤ H(n, k) + Φ

1 else
, (2)

with n = 0, . . . , N − 1 and k = 0, . . . , K − 1. We use the parameter Φ to control the
effect of the hearing thresholds. For Φ = 0, we use the original hearing threshold, for
higher values we use a more aggressive filtering, and for smaller values we retain more
from the original signal. We explore this in detail in Section 4. We then multiply all
values of the signal S with the mask M

T = S�M, (3)

to obtain the filtered signal T.

Band-pass filter. High and low frequencies are not part of human speech and do not
contribute significant information. Yet, they can again provide space for an attacker to
hide adversarial noise. For this reason, we remove low and high frequencies of the audio
signal in the frequency domain. We apply a band-pass filter after the feature extraction
of the system by discarding those frequencies that are smaller or larger than certain
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thresholds (the so-called cut-off frequencies). Formally, the filtering can be described
via

T(n, k) = 0 ∀ fmax < k < fmin, (4)

where fmax and fmin describe the lower and the upper cut-off frequencies of the
band-pass.

3.2 Attacker Model

While some of our augmentations improve the ASR system’s overall performance,
we are specifically interested in its performance against adversarial perturbations. To
achieve any meaningful results, we believe the attacker needs to have complete control
over the input. Following guidelines recently established by Carlini et al. [30], we em-
bark from theoretical attack vectors towards the definition of a realistic threat model,
capturing real-world capabilities of attackers.

The key underlying insight is that the amount of perturbations caused by a real-world
attack cannot be limited. This is easy to see: in the worst case, the attacker can always
force the target output by replacing the input with the corresponding audio command.
Note that this, in turn, implies that we cannot completely prevent adversarial attacks
without also restricting benign inputs.

We can also not rely on obfuscation. Previous works have successfully shown so-called
parameter-stealing attacks, which build an approximation of a black-box system [44,
45, 46, 47, 48]. Since an attacker has full control over this approximated model, they can
utilize powerful white-box attacks against it, which transfer to the black-box model.

In summary, we use the following attacker model:

• Attacker knowledge: Following Kerckhoffs’ principle [49], we consider a white-box
scenario, where the attacker has complete knowledge of the system, including all
model parameters, training data, etc.

• Attacker goals: To maximize practical impact, we assume a targeted attack, i. e.,
the attacker attempts to perturb a given input x to fool a speech recognition
system into outputting a false, attacker-controlled target transcription y′ based
on Equation (1).
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• Attacker capabilities: The attacker is granted complete control over the input,
and we explicitly do not restrict them in any way on how δ should be crafted.
Note, however, that δ is commonly minimized during computation according to
some distance metric. For example, by measuring the perceived noise, an attacker
might try to minimize the conspicuousness of their attack [17].

We choose this attacker model with the following in mind: We aim to limit the
attacker, not in the amount of applied perturbations, but rather confine the nature
of perturbations themselves. In particular, we want adversarial perturbations to be
clearly perceptible by humans and, thus, strongly perturb the initial input such that
the added noise becomes audible for a human listener. In this case, an attack—although
still viable—significantly loses its malicious impact in practice.

4 Evaluation

With the help of the following experiments, we empirically verify and assess our pro-
posed approach according to the following three main aspects:

(i) Benign performance. The augmentation of the system should impair the per-
formance on benign input as little as possible. We analyze different parameter
combinations for the psychoacoustics and our band-pass filter to show that our
augmented model retains its practical use.

(ii) Adaptive attacker. To analyze the efficacy of the augmented system, we construct
and assess its robustness against adversarial examples generated by a strong at-
tacker with white-box access to the system. This attacker is aware of our aug-
mentations and actively factors them into the optimization.

(iii) Listening test. Finally, we verify the success of our method by a crowd-sourced
user study. We conduct a listening test, investigating the quality (i.e., the incon-
spicuousness) of the adversarial examples computed from the adaptive attacker
against the augmented ASR system.

All experiments were performed on a server running Ubuntu 18.04, with 128 GB
RAM, an Intel Xeon Gold 6130 CPU, and four Nvidia GeForce RTX 2080 Ti. For
our experiments, we use Kaldi in version 5.3 and train the system with the default
settings from the Wall Street Journal (WSJ) training recipe.
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4.1 Metrics

To assess the quality of adversarial examples both in terms of efficacy and inconspic-
uousness, we use two standard measures.

Word Error Rate (WER). The Word Error Rate (WER) is computed based on
the Levenshtein distance [50], which describes the edit distance between the reference
transcription and the ASR output (i.e., the minimum number of edits required to
transform the output text of the ASR system into the correct text).

We compute the Levenshtein distance L as the sum over all substituted words S,
inserted words I, and deleted words D:

WER = 100 · L
N

= 100 · S +D + I

N
,

where N is the total number of words of the reference text. The smaller the WER, the
fewer errors were made by the ASR system.

To evaluate the efficacy of adversarial examples, we measure the WER between the
adversarial target transcription and the output of the ASR system. Thus, a successful
adversarial example has a WER of 0 %, i. e., fully matching the desired target descrip-
tion y′. Note that the WER can also reach values above 100 %, e. g., when many words
are inserted. This can especially happen with unsuccessful adversarial examples, where
mostly the original text is transcribed, which leads to many insertions.

Segmental Signal-to-Noise Ratio (SNRseg). The WER can only measure the
success of an adversarial example in fooling an ASR system. For a real attack, we are
also interested in the (in-) conspicuousness of adversarial examples, i. e., the level of the
added perturbations. For this purpose, we quantify the changes that an attacker applies
to the audio signal. Specifically, we use the Signal-to-Noise Ratio (SNR) to measure
the added perturbations. More precisely, we compute the Segmental Signal-to-Noise
Ratio (SNRseg) [51, 52], a more accurate measure of distortion than the SNR, when
signals are aligned [52].

Given the original audio signal x(t) and the adversarial perturbations σ(t) defined
over the sample index t, the SNRseg can be computed via

SNRseg(dB) = 10

K

K−1∑
k=0

log10

∑Tk+T−1
t=Tk x2(t)∑Tk+T−1
t=Tk σ2(t)

,
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Figure 2: Word Error Rate (WER) for different band-pass filters. For each filter, we
train three models and report the best accuracy in terms of WER (the lower, the better).

with T being the number of samples in a segment and K the total number of segments.
For our experiments, we set the segment length to 16 ms, which corresponds to T = 256

samples for a 16 kHz sampling rate.
The higher the SNRseg, the less noise has been added to the audio signal. Hence, an

adversarial example is considered less conspicuous for higher SNRseg values. Note that
we use the SNRseg ratio only as an approximation for the perceived noise. We perform
a listening test with humans for a realistic assessment and show that the results of the
listening test correlate with the reported SNRseg (cf. Section 4.4).

4.2 Benign Performance

Our goal is to preserve accuracy on benign inputs (i. e., non-malicious, unaltered speech)
while simultaneously impeding an attacker as much as possible. To retain that accuracy
as much as possible, the parameters of the band-pass, and the psychoacoustic filter need
to be carefully adjusted. Note that adversarial robustness is generally correlated with
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a loss in accuracy for image classification models [53]. Accordingly, we assume that
higher adversarial robustness likely incurs a trade-off on benign input performance.

All models in this section are trained with the default settings for the Wall Street
Journal (WSJ) training recipe of the Kaldi toolkit [35]. The corresponding WSJ-
based speech corpus [54] contains approximately 81 hours of training data and consists
of uttered sentences from the Wall Street Journal.

We train three models for each configuration and report the WER on the test set
for the model with the best performance. For the test set, we use the eval92 subset
consisting of 333 utterances with a combined length of approximately 42 minutes.

Band-pass filtering. The band-pass filter limits the signal’s frequency range by re-
moving frequencies below and above certain thresholds. Our goal is to remove parts
of the audio that are not used by the human voice. We treat these values as classical
hyperparameters and select the best performing combination by grid searching over
different cut-off frequencies; for each combination, we train a model from scratch, us-
ing the training procedure outlined above. The results are depicted in Figure 2. If we
narrow the filtered band (i. e., remove more information), the WER gradually increases
and, therefore, worsens the recognizer’s accuracy. However, for many cases, even when
removing a significant fraction of the signal, the augmented system either achieves
comparable results or even surpasses the baseline (WER 5.90%). In the best case,
we reach an improvement by 0.35% percentage points to a WER of 5.55% (200 Hz-
7000 Hz). This serves as evidence that the unmodified input contains signals that are
not needed for transcription. In Section 4.3.3, we further confirm this insight by an-
alyzing models with narrower bands. We hypothesize that incorporating a band-pass
filter might generally improve the performance of ASR systems but note that further
research on this is needed.

For the remaining experiments, if not indicated otherwise, we use the 200-7000 Hz
band-pass.

Psychoacoustic filtering. The band-pass filter allows us to remove high- and low-
frequency parts of the signal; however, the attacker can still hide within this band in
inaudible ranges. Therefore, we use psychoacoustic filtering as described in Section B to
remove these parts in the signal. We evaluate different settings for Φ from Equation (2)
– by increasing Φ, we artificially increase the hearing thresholds, resulting in more
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Table 1: Recognition rate of the ASR system on benign input. We report the per-
formance of an unmodified Kaldi system as well as two variants hardened by our approach.
For our model, the scaling factor ϕ is set to 0 and the band-pass filter configured with 200-
7000Hz. Note, when feeding standard input to Dompteur, we disable its psychoacoustic
filtering capabilities.

Kaldi Dompteur

w/o band-pass w/ band-pass

Standard Input WER 5.90 % WER 6.20 % WER 6.33 %
Processed Input WER 8.74 % WER 6.50 % WER 6.10 %

aggressive filtering. We plot the results in Figure 3 for both psychoacoustic filtering and
a baseline WER, with and without band-pass, respectively. The WER increases with
increasing Φ, i. e., the performance drops if more of the signal is removed, independent
of the band-pass filter.

When we use no band-pass filter, the WER increases from 5.90% (baseline) to 6.50%

for Φ = 0 dB, which is equivalent to removing everything below the human hearing
thresholds. When we use more aggressive filtering—which results in better adversarial
robustness (cf. Section 4.3)—the WER increases up to 8.05% for Φ = 14 dB. Note that
the benefits of the band-pass filter remain even in the presence of psychoacoustic filter-
ing and results in improving the WER to 6.10 % (Φ = 0 dB) and 7.83 % (Φ = 14 dB).
We take this as another sign that a band-pass filter might generally be applicable to
ASR systems.

Cross-model benign accuracy. Finally, we want to evaluate if Dompteur indeed
only uses relevant information. To test this hypothesis, we compare three different
models. One completely unaugmented model (i. e., an unmodified version of Kaldi),
one model trained with psychoacoustics filtering, and one model trained with both
psychoacoustics filtering and a band-pass filter. We feed these models two types of
inputs: (i) standard inputs, i. e., inputs directly lifted from the WSJ training set, and
(ii) processed inputs, these inputs are processed by our psychoacoustic filtering. If our
intuitive understanding is correct and Dompteur does indeed learn a better model of
the human auditory system, it should retain a low WER even when presented with non-
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Figure 3: Recognition rate for psychoacoustic filtering. For each ϕ we train a model
both with and without band-pass filter (200-7000Hz) and report the best accuracy from three
repetitions. A negative scaling factor partially retains inaudible ranges. Note that the benefits
of the band-pass filter are retrained, even when we incorporate psychoacoustic filtering.

filtered input. Thus, the model has learned to ignore unnecessary parts of the input.
The results are shown in Table 1 and match our hypothesis: Dompteur’s performance
only drops slightly (6.10% → 6.33%) when presented with unfiltered input or does
even improve if the band-pass is disabled (6.50% → 6.20%). Kaldi, on the other
hand, heavily relies on this information when transcribing audio, increasing its WER
by 2.84 percentage point (5.90%→ 8.74%). Thus, the results further substantiate our
intuition that we filter only irrelevant information with our approach.

4.3 Adaptive Attacker

We now want to evaluate how robust Dompteur is against adversarial examples.
We construct a strong attacker with complete knowledge about the system and, in
particular, our modifications. Ultimately, this allows us to create successfully adver-
sarial examples. However, as inaudible ranges are removed, the attacker is now forced
into human-perceptible ranges, and, consequently, the attack loses much of its mali-
cious impact. We provide further support for this claim in Section 4.4 by performing
a user study to measure the perceived quality of adversarial examples computed with
this attack.
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Figure 4: Progress of attack for computing adversarial examples. We run the attack
against multiple instances of Dompteur with different values of Φ and a 200Hz-7000Hz band-
pass filter. The baseline refers to the attack from Schönherr et al. [17] against an unaltered
instance of Kaldi. For each attack report the Word Error Rate (WER) for the first 2000
iterations.

Attack. We base our evaluation on the attack by Schönherr et al. [17], which pre-
sented a strong attack that works with Kaldi. Recent results show that it is crucial to
design adaptive attacks as simple as possible while simultaneously resolving any obsta-
cles for the optimization [55]. To design such an attacker against Dompteur, we need
to adjust the attack to consider the augmentations in the optimization. Therefore, we
extend the baseline attack against Kaldi to include both the band-pass and psychoa-
coustic filter into the computation. This allows the attacker to compute gradients for
the entire model in a white-box fashion.

More specifically, we extend the gradient descent step s.t. (i) the band-pass filter and
(ii) the psychoacoustic filter component back-propagates the gradient respectively.

(i) Band-pass filter. For the band-pass filter we remove those frequencies that are
smaller and larger than the cut-off frequencies of the band-pass filter. This is also
applied to the gradients of the back propagated gradient to ignore changes that
will fall into ranges of the removed signal

∇T(n,k) = 0 ∀fmax < k < fmin. (5)
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(a) Unmodified Signal
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(b) Attack against Kaldi
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(c) Attack against Dompteur (Φ = 12)
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Figure 5: Spectrograms of adversarial examples. Figure 5a shows the unmodified signal,
Figure 5b depicts the baseline with an adversarial example computed against Kaldi with
psychoacoustic hiding, Figure 5c an adversarial example computed with the adaptive attack
against Dompteur, and Figure 5d shows the computed hearing thresholds for the adversarial
example.

(ii) Psychoacoustic filter. The same principle is used for the psychoacoustic filtering,
where we use the mask M to zero out components of the signal that the network
will not process

∇S = ∇T �M. (6)

Experimental setup. We evaluate the attack against different versions of Domp-
teur. Each model uses a 200 − 7000Hz band-pass filter, and we vary the degrees of
the psychoacoustic filtering (Φ ∈ {0, 3, 6, 9, 12, 13, 14}). We compare the results against
two baselines to evaluate the inconspicuousness of the created adversarial examples.
First, we run the attack of Schönherr et al. without psychoacoustic hiding against an
unaltered version Kaldi. Second, we re-enable psychoacoustic hiding and run the orig-
inal attack against Kaldi, to generate state-of-the-art inaudible adversarial examples.
As a sanity check, we also ran the original attack (i. e., with psychoacoustic hiding)
against Dompteur. As expected, this attack did not create any adversarial examples
since we filter the explicit ranges the attacker wants to utilize.
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As a target for all configurations, we select 50 utterances with an approximate length
of 5s from the WSJ speech corpus test set eval92. The exact subset can be found
in Appendix A. We use the same target sentence send secret financial report for all
samples.

These parameters are chosen such that an attacker needs to introduce ~4.8 phones
per second into the target audio, which Schönherr et al. suggests as both effective and
efficiently possible [17]. Furthermore, we picked the utterances and target sentence to
be easy for an attacker in order to decouple the influence on our analysis. Specifically,
for these targets the baseline has a very high success rate and low SNRseg (cf. Table
2). Note that the attack is capable of introducing arbitrary target sentences (up to a
certain length). In Section 4.3.2, we further analyze the influence of the phone rate,
and in particular, the influence of the target utterance and sentence on the SNRseg.
We compute adversarial examples for different learning rates and a maximum of 2000
iterations. This number is sufficient for the attack to converge, as shown in Figure 4,
where the WER is plotted as a function of the number of iterations.

Results. The main results are summarized in Table 2. We report the average SNRseg
over all adversarial examples, the best (SNRsegmax), and the number of successful
adversarial examples created.

We evaluate the attack using different learning rates (0.05, 0.10, 0.5, and 1). In our
experiments, we observed that while small learning rates generally produce less noisy
adversarial examples, they simultaneously get more stuck in local optima. Thus, to
simulate an attacker that would run an extensive search and uses the best result we
also report the intersection of successful adversarial examples over all learning rates. If
success rate is the primary goal, we recommend a higher learning rate.

By increasing Φ, we can successfully force the attacker into audible ranges while also
decreasing the attack’s success rate. When using very aggressive filtering (Φ = 14), we
can prevent the creation of adversarial examples completely, albeit with a hit on the
benign WER (5.55%→ 7.83%). Note, however, that we only examined 50 samples

of the test corpus, and other samples might still produce valid adversarial examples.
We see that adversarial examples for the augmented systems are more distorted for
all configurations compared to the baselines. When using Φ ≥ 12, we force a negative
SNRseg for all learning rates. For these adversarial examples, the noise (i. e., adversarial
perturbations) energy exceeds the energy of the signal. With respect to the baselines,
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Table 2: Number of successful Adversarial Examples (AEs) and Segmental Signal-
to-Noise (SNRseg) ratio for the experiments with the adaptive attacker. We report
the numbers for all computed adversarial examples against the augmented models as well as
our two baselines (with and without psychoacoustic hiding). As the success rate and SNRseg
depend on the learning rate, we combine these in the last row. For this, we select the best (i.e.,
least noisy) AE for each utterance among the four learning rates. For the SNRseg, we only
consider successful AEs. The higher the SNSseg, the less noise (i. e., adversarial perturbation)
is present in the audio signal. Negative values indicate that the energy of the noise exceeds
the energy in the original signal.

Kaldi Dompteur

Learning
Rate

Metric baseline
w/o hiding

baseline
w/ hiding

Φ = 0 Φ = 3 Φ = 6 Φ = 9 Φ = 12 Φ = 13 Φ = 14

0.05
AEs 50/50 17/50 31/50 28/50 10/50 4/50 0/50 0/50 0/50
SNR 5.80/ 14.44 13.48/ 18.50 6.03/10.63 3.61/ 8.31 1.21/5.53 1.50/ 3.23 — — —

0.01
AEs 50/50 28/50 38/50 34/50 22/50 10/50 0/50 0/50 0/50
SNR 2.15/ 10.59 9.36/ 15.81 3.74/ 9.53 0.47/ 6.41 -0.68/3.60 -1.31/ 1.10 — — —

0.5
AEs 49/50 23/50 48/50 44/50 42/50 20/50 1/50 1/50 0/50
SNR -8.54/ -0.02 1.08/ 8.63 -3.78/ 3.24 -6.51/ 0.11 -7.74/-1.47 -8.69/-3.35 -13.56/-13.56 -15.69/-15.69 —

1
AEs 50/50 16/50 49/50 50/50 43/50 23/50 1/50 1/50 0/50
SNR -13.68/ -5.03 -1.81/ 4.50 -7.44/-0.29 -10.50/-3.00 -10.99/-4.34 -11.98/-6.37 -17.69/-17.69 -11.73/-11.73 —

Best AEs
AEs 50/50 37/50 50/50 50/50 46/50 27/50 2/50 2/50 0/50
SNR 5.80/ 14.44 8.71/ 18.50 3.36/10.63 0.85/ 8.31 -4.71/5.53 -7.14/ 3.23 -15.62/-13.56 -13.71/-11.73 —

AEs: Successful adversarial examples; SNR: SNRseg/SNRsegmax in dB

the noise energy increases on average by 21.42 dB (without psychoacoustic hiding)
and 24.33 dB (with hiding enabled). This means there is, on average, ten times more
energy in the adversarial perturbations than in the original audio signal. A graphical
illustration can be found in Figure 5, where we plot the power spectra of different
adversarial examples compared to the original signal.

4.3.1 Non-Speech Audio Content

The task of an ASR system is to transcribe audio files with spoken content. An attacker,
however, might pick other content, i.e., music or ambient noise, to obfuscate his hidden
commands. Thus, we additionally evaluated adversarial examples based on audio files
containing music and bird sounds. The results are presented in Table 3.

We can repeat our observations from the previous experiment. When we utilize a
more aggressive filter, we observe that the perturbation energy of adversarial examples
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Table 3: Number of successful Adversarial Examples (AEs) and mean Seg-
mental Signal-to-Noise (SNRseg) ratio for non-speech audio content. For each
AE, we selected the least noisiest example, from running the attack with learning rates
({0.05, 0.1, 0.5, 1.}). For the SNRseg we only consider successful AEs and report the differ-
ence to the baseline (Kaldi). We highlight the highest loss in bold.

Birds Music

AEs SNRseg (dB) Loss AEs SNRseg (dB) Loss

Kaldi
w/o hiding 50/50 11.83 45/50 23.26

w/ hiding 5/50 17.76 ( +5.93) 3/50 28.06 ( +4.80)

Dompteur
Φ = 0 50/50 9.58 ( -2.25) 50/50 26.35 ( +3.09)

Φ = 6 31/50 -2.15 (-13.98) 45/50 16.03 ( -7.23)

Φ = 12 5/50 -12.25 (-24.08) 3/50 1.94 (-21.32)

increases with respect to the baselines by up to 24.08 dB (birds) and 21.32 dB (mu-
sic). Equally, the attack’s general success decreases to 5/50 (birds) and 3/50 (music)
successful adversarial examples.

Note that the SNRseg for music samples are in general higher than that of speech
and bird files as these samples have a more dynamic range of signal energy. Hence,
potentially added adversarial perturbations have a smaller impact on the calculation
of the SNRseg. The absolute amount of added perturbations, however, is similar to that
of other content. Thus, when listening to the created adversarial examples† the samples
are similarly distorted. This is further confirmed in Section 4.4 with our listening test.

4.3.2 Target Phone Rate

The success of the attack depends on the ratio between the length of the audio file
and the length of the target text, which we refer to as the target phone rate. This rate
describes how many phones an attacker can hide within one second of audio content.

In our experiments, we used the default ratios recommended by Schönherr et al.
However, a better rate might exist for our setting. Therefore, to evaluate the effect of

† rub-syssec.github.io/dompteur
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Figure 6: Word Error Rate (WER) and Segmental Signal-to-Noise (SNRseg) ratio
for different phone rates. We report the mean and std. deviation for adversarial examples
computed for targets with varying length.

the target phone rate, we sample target texts of varying lengths from the WSJ corpus
and compute adversarial examples for different target phone rates. We pick phone rates
ranging from 1 to 20 and run 20 attacks for each of them for at most 1000 iterations,
resulting in 400 attacks.

The results in Figure 6 show that, in general, with increasing phone rates, the SNRseg
decreases and stagnates for target phone rate beyond 12. This is expected as the at-
tacker tries to hide more phones and, consequently, needs to change the signal more
drastically. Thus, we conclude that the default settings are adequate for our setting.

4.3.3 Band-Pass Cut-off Frequencies

So far, we only considered a relatively wide band-pass filter (200-7000 Hz). We also want
to investigate other cut-off frequencies. Thus, we disable the psychoacoustic filtering
and compute adversarial examples for different models examined in Section 4.2. We
run the attack for each band-pass model with 20 speech samples for at most 1000
iterations.

The results are reported in Table 4. We observe that the energy amount of adversarial
perturbation remains relatively constant for different filters, which is expected since the
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Table 4: Attack for different cut-off frequencies of the band-pass filter. We report
the number of successful adversarial examples (AEs) and the mean Segmental Signal-to-Noise
(SNRseg) ratio. For the SNRseg we only consider successful AEs.

Band-pass
300Hz- 300Hz- 300Hz- 500Hz- 500Hz- 500Hz-

7000Hz 5000Hz 3000Hz 7000Hz 5000Hz 3000Hz

AEs 18/20 18/20 11/20 20/20 17/20 12/20
SNRseg 7.82 7.55 7.27 8.45 7.90 7.39
WER 5.90 % 5.94 % 6.40 % 6.50 % 6.33 % 7.09 %

attacker has complete knowledge of the system. As we narrow the frequency band, the
attacker adopts and puts more perturbation within these bands.

Apart from the SNRseg, we also observe a decrease in the attack success, espe-
cially for small high cut-off frequencies, with only 11/20 (300-3000 Hz) and 12/20 (500-
3000 Hz) successful adversarial examples.

4.4 Listening Tests

Our goal is to make an adversarial attack noticeable by forcing modification to an audio
signal into perceptible ranges. We have used the SNRseg as a proxy of the perceived
audio quality of generated adversarial examples. However, this value can only give a
rough approximation, and we are in general more interested in the judgment of human
listeners. Specifically, we are interested to quantify if and to what extent malicious
perturbations are audible to human listeners.

Therefore, we have conducted a Multiple Stimuli with Hidden Reference and An-
chor (MUSHRA) test [56], a commonly used test to assess the quality of audio stimuli.
This test allows us to get a ranking of the perceived quality of adversarial examples
in comparison to an unmodified reference signal. Based on this measure, we can derive
whether a participant 1) could detect any difference between an adversarial example
and a clean signal (i.e., whether perturbations are audible) and, 2) obtain a subjec-
tive estimate on the amount of perceived perturbations (i.e., poorly rated samples are
perceived more noisy).
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Table 5: Regression results for perceived sound quality predicted by different au-
dio stimuli. The dependent variable is the quality score assigned to each audio stimulus. We
trained three different models, one for each data set (speech/music/bird). Each model consists
of two steps, with the first step entering the audio stimulus as a predictor and the second step
entering type of device as a covariate. All models include the control variables gender, age,
and language. All regressions use ordinary least squares. Cluster adjusted standard errors
are indicated in parentheses. The R2 values indicate the percentage of the variance of the
perceived sound quality explained by the respective audio stimuli.

Speech Music Bird

Step 1 Step 2 Step 1 Step 2 Step 1 Step 2

Audio -.905** -.905** -.871** -.871** -.830** -.830**
stimulus (.131) (.131) (.166) (.166) (.171) (.171)

Device .030** .008 .045**
(.473) (.597) (.615)

Controls Included Included Included
Obs. 4259 4259 4259

R2 .820 .821 .760 .761 .690 .692

P-value < 0.05 = *, P-value < 0.01 = **

Study design. In a MUSHRA test, the participants are presented with a set of
differently processed audio files, the audio stimuli. They are asked to rate the quality
of these stimuli on a scale from 0 (bad) to 100 (excellent). To judge whether the
participants are able to distinguish between different audio conditions, a MUSHRA
test includes two additional stimuli: (i) an unaltered version of the original signal (the
so-called reference) and (ii) a worst-case version of the signal, which is created by
artificial degrading the original stimulus (the so-called anchor). In an ideal setting, the
reference should be rated best, the anchor worst.

We want to rank the perceived quality of adversarial examples computed against
Dompteur and Kaldi. For Dompteur, we select three different versions: each model
uses a 200 − 7000Hz band-pass filter, and we vary the degree of the psychoacoustic
filtering (Φ ∈ {0, 6, 12}). For Kaldi, we calculate adversarial examples against the
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unaltered system with psychoacoustic hiding enabled (cf. Section B) to compare against
state-of-the-art adversarial examples.

As the reference, we use the original utterance, on which the adversarial examples
are based. To be a valid comparison, we require the anchor to sound similar, yet noisier
than the adversarial examples. Otherwise, it could be trivially identified and would not
serve as a valid comparison.

Thus, we construct the anchor as follows: For a given set, we scale and sum the noise
of each of the three adversarial examples and add this sum to the original stimulus, such
that 1) each noise signal contributes the same amount of energy and 2) the SNRseg of
the anchor is at least 6dB lower than the SNRseg of any of the adversarial examples
in the set.

We have prepared a MUSHRA test with six test sets based on three different audio
types: two speech sample sets, two music sample sets, and two sample sets with bird
sounds.

These sets were selected among the sets of successful adversarial examples against all
four models. For each set, we picked the samples whose adversarial examples produced
the highest SNR (i. e., the ”cleanest“) for the strongest version of Dompteur (Φ = 12).
The target text remained the same for all adversarial examples, and in all cases, the
attacks were successful within 2000 iterations.

Results. To test our assumptions in the field, we have conducted a large-scale ex-
perimental study. The G*Power 3 analysis [57] identified that a sample size of 324 was
needed to detect a high effect size of η2 = .50 with sufficient power (1−β > .80) for the
main effect of univariate analyses of variance (UNIANOVA) among six experimental
conditions and a significance level of α = .05.

We used Amazon MTurk to recruit 355 participants (µage = 41.61 years, σage =

10.96; 56.60% female). Participants were only allowed to use a computer and no mobile
device. However, they were free to use headphones or speakers as long as they indicated
what type of listening device was used. To filter individuals who did not meet the
technical requirements needed, or did not understand or follow the instructions, we
used a control question to exclude all participants who failed to distinguish the anchor
from the reference correctly.

In the main part of the experiment, participants were presented with six different
audio sets (2 of each: speech/bird/music), each of which contained six audio stim-
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uli varying in sound quality. After listening to each sound, they were asked to rank
the individual stimulus by its perceived sound quality. After completing of the tasks,
participants answered demographic questions, were debriefed (MTurk default), and
compensated with 3.00 USD. The participant required on average approximately 20
minutes to finish the test.

In a first step, we first use an UNIANOVA to examine whether there is a significant
difference between the six audio stimuli and the perceived sound quality. Our analysis
reveals a significant main effect of the audio stimulus on the perceived sound quality,
F(5, 12780) = 8335.610, p < .001, η2 = .765. With an alpha level of > 1% for our p-
value and an effect size of η2 > .5, our result shows a high experimental significance [58].
Thus, we can conclude that Dompteur indeed forces adversarial perturbations into
the perceptible acoustic range of human listeners.

To examine whether the effect remains stable across different audio samples and
listening devices, we further conducted multiple regression analyses. We entered the
audio stimuli as our main predictors (first step) and the type of device (second step)
as covariates for each analysis. Our results remain stable across all audio types. The
highest predictive power was found in the speech sets, where 82.1% of the variance is
explained by our regression model, followed by music (76.1%) and bird sets (69.2%) (see
Table 5 for details). Moreover, we found a small yet significant positive coefficient for the
type of device used across all audio types. This finding suggests that headphone users
generally indicate higher quality rankings, potentially due to better sound perceptions.
The results with listening device speaker are presented in Figure 7. Importantly, all
results remain stable across the control variables of age, gender, and first language.

In conclusion, the results strongly support our hypothesis that Dompteur forces
the attacker into the audible range, making the attack clearly noticeable for human
listeners.

5 Related Work

In this section, we summarize research related to our work, surveying recent attacks
and countermeasures.

Audio adversarial examples. Carlini and Wagner [59] introduced targeted audio
adversarial examples for ASR systems. For the attack, they assume a white-box attacker
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Figure 7: Ratings of participants with listening device speaker. In the user study, we
tested six audio samples, divided into two samples each of spoken content, music and bird
twittering.

and use an optimization-based method to construct general adversarial examples for
arbitrary target phrases against the ASR system DeepSpeech [32].

Similarly, Schönherr et al. [17] and Yuan et al. [16] have proposed an attack against
the Kaldi [35] toolkit. Both assume a white-box attacker and also use optimization-
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B Taming Audio Adversarial Examples

based methods to find adversarial examples. Furthermore, the attack from Schön-
herr et al. [17] can optionally compute adversarial examples that are especially un-
obtrusive for human listeners.

Alzantot et al. [60] proposed a black-box attack, which does not require knowledge
about the model. For this, the authors have used a genetic algorithm to create their
adversarial examples for a keyword spotting system. Khare et al. [61] proposed a black-
box attack based on evolutionary optimization, and also Taori et al. [62] presented a
similar approach in their paper.

Recently, Chen et al. [63] and Schönherr et al. [18] published works where they can
calculate over-the-air attacks, where adversarial examples are optimized such that these
remain viable if played via a loudspeaker by considering room characteristics.

Aghakhani et al. [64] presented another line of attack, namely a poisoning attack
against ASR systems. In contrast to adversarial examples, these are attacks against the
training set of a machine learning system, with the target to manipulate the training
data s.t a model that is trained with the poisoned data set misclassifies specific inputs.

Abdullah et al. [19] provides a detailed overview of existing attacks in their system-
ization of knowledge on attacks against speech systems.

Countermeasures. There is a long line of research about countermeasures against
adversarial examples in general and especially in the image domain (e. g., [23, 24,
25]), but most of the proposed defenses were shown to be broken once an attacker
is aware of the employed mechanism. In fact, due to the difficulty to create robust
adversarial example defenses, Carlini et al. proposed guidelines for the evaluation of
adversarial robustness. They list all important properties of a successful countermeasure
against adversarial examples [30]. Compared to the image domain, defenses against
audio adversarial examples remained relatively unnoticed so far. For the audio domain,
only a few works have investigated possible countermeasures. Moreover, these tend to
focus on specific attacks and not adaptive attackers.

Ma et al. [65] describe how the correlation of audio and video streams can be used
to detect adversarial examples for an audiovisual speech recognition task. However, all
of these simple approaches—while reasonable in principle—are specifically trained for
a defined set of attacks, and hence an attacker can easily leverage that knowledge as
demonstrated repeatedly in the image domain [25].
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Zeng et al. [66] proposed an approach inspired by multiversion programming. There-
fore, the authors combine the output of multiple ASR systems and calculate a similarity
score between the transcriptions. If these differ too much, the input is assumed to be an
adversarial example. The security of this approach relies on the property that current
audio adversarial examples do not transfer between systems — an assumption that has
been already shown to be wrong in the image domain [45].

Yang et al. [67], also utilize specific properties of the audio domain and uses the
temporal dependency of the input signal. For this, they compare the transcription of
the whole utterance with a segment-wise transcription of the utterance. In the case of a
benign example, both transcriptions should be the same, which will not be the case for
an adversarial example. This proved effective against static attacks, and the authors
also construct and discussed various adaptive attacks but these were later shown to be
insufficient [55].

Besides approaches that aim to harden models against adversarial examples, there is
a line of research that focuses on detecting adversarial examples: Liu and Ditzler [68]
utilizing quantization error of the activations of the neural network, which appear to
be different for adversarial and benign audio examples. Däubener et al. [69] trained
neural networks capable of uncertainty quantification to train a classifier on different
uncertainty measures to detect adversarial examples as outliers. Even if they trained
their classifier on benign examples only, it will most likely not work for any kind of
attack, especially those aware of the detection mechanism.

In contrast, our approach does not rely on detection by augmenting the entire sys-
tem to become more resilient against adversarial examples. The basic principle of this
has been discussed as a defense mechanism in the image domain with JPEG com-
pression [70, 71] as well as in the audio domain by Carlini and Wagner [59], Rajarat-
nam et al. [72], Andronic et al. [73], and Olivier et al. [74]. These approaches, however,
were only used as a pre-processing step to remove semantically irrelevant parts from
the input and thereby destroy adversarial perturbations added by (static) attackers.
In contrast, we aim to train an ASR system that uses the same information set as the
human auditory systems. Consequently, adversarial examples computed against this
system are also restricted to this set, and an attack cannot be hidden in inaudible
ranges. Similar to the referenced approaches, we rely on psychoacoustics and baseband
filtering. However, we do not solely employ this as a pre-processing step but train a new
system with our augmentation data (i.e., removing imperceptible information from the
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training set). This allows us to not simply destroy adversarial perturbations but rather
confine the available attack surface.

6 Discussion

We have shown how we can augment an ASR system by utilizing psychoacoustics
in conjunction with a band-pass filter to effectively remove semantically irrelevant
information from audio signals. This allows us to train a hardened system that is more
aligned with human perception.

Model hardening. Our results from Section 4.2 suggest that the hardened models
primarily utilize information available within audible ranges. Specifically, we observe
that models trained on the unmodified data set appear to use any available signals
and utilize information both from audible and non-audible ranges. This is reflected in
the accuracy drop when presented with psychoacoustically filtered input (where only
audible ranges are available). In contrast, the augmented model performs comparably
well on both types of input. Hence, the model focuses on the perceivable audible ranges
and ignores the rest.

Robustness of the system. We demonstrated how we can create a more realistic
attacker, which actively factors in the augmentations during the calculation of adver-
sarial examples. In this case, however, the attack is forced into the audible range. This
makes the attack significant more perceptible — resulting in an average SNRseg drop
of up to 24.33 dB for speech samples. These results also transfer to other types of audio
content (i.e., music and birds tweeting) and are further confirmed by the listening test
conducted in Section 4.4. In summary, the results of these experiments show that an
attack is clearly perceivable. Further, we find that the adversarial examples, calculated
with the adaptive attack, are easily distinguishable from benign audio files by humans.

Implementation choices. In general, our augmentations can be implemented in
the form of low-cost pre-processing steps with no noteworthy performance overhead.
Only the model needs to be retrained from scratch. However, the cost of this could—
in theory—be partially alleviated by transfer learning. We leave this question as an
interesting direction for future research.
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6 Discussion

Robustness-performance tradeoff. The results of the adaptive attack (cf. Table 2)
show that a larger margin Φ leads to stronger robustness. Specifically, for Φ = 14,
the attacker was unable to find any successful adversarial example in our experiments.
However, this incurs an expected robustness-performance trade-off as previous research
indicates that adversarial robustness is generally correlated with a loss in accuracy [53].

In the case of our strong white-box attacker, we recommend a margin Φ ≥ 12,
which result in a degraded system performance by at least 1.82 percentage points in
terms of the benign WER. In this case, though, we already granted the attacker many
concessions: full access to the model with all parameters, ideal playback (i.e., adversarial
examples are fed directly into the recognizer and are not played over-the-air), and an
easy target. We chose to study our attacker in this setting as this poses the strongest
class of attacks and allows us to gain meaningful insights.

In contrast to white-box attacks, black-box attack don’t have direct access to the
gradient and for example rely on surrogate models [75] or generative algorithms [76] to
construct adversarial examples. Therefore, adversarial examples from these attacks are
typically more conspicuous and can even introduce semantic changes such that humans
can perceive the hidden transcription if they are made aware of it [75]. Considering our
augmentations, we expect that current black-box attacks are able to construct valid
adversarial examples against Dompteur. However, we expect these to be significantly
more noisy (in comparison to the adaptive attacker) as Dompteur forces modifications
to the signal into audible ranges regardless of the underlying attack strategy. Especially
in a realistic over-the-air setting, we suspect much higher distortions since the attacker
is much more constrained. In such a setting, a smaller Φ might also already suffice. We
leave this as an interesting research direction for future work.

Improvement of the attack. The adaptive attack presented in Section 4.3 can
successfully compute adversarial examples, except for very aggressive filtering. While
Figure 4 clearly shows that the attack has converged, we were still unable to find work-
ing adversarial examples. However, other target/input utterance combinations may still
exist, for which the attack works and novel attack strategies should be studied.

Forcing semantics into adversarial examples. We have shown how we can force
adversarial audio attacks into the audible range. This makes them clearly perceivable.
Ultimately, the goal is to push adversarial examples towards the perceptual bound-
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ary between original and adversarial message. Intuitively, adversarial examples should
require such extensive modification that a human listener will perceive the target tran-
scription, i. e., that the adversarial perturbation carries semantic meaning. We view
our work as a first successful step into that direction and leave the exploration of this
strategy as an interesting question for future work.

7 Conclusion

In this work, we proposed a broadly applicable design principle for ASR systems that
enables them to resemble the human auditory system more closely. To demonstrate the
principle, we implemented a prototype of our approach in a tool called Dompteur.
More specifically, we augment Kaldi using psychoacoustic filtering in conjunction with
a band-pass filter. In several experiments, we demonstrate that our method renders our
system more robust against adversarial examples, while retaining a high accuracy on
benign audio input.

We have argued that an attacker can find adversarial examples for any kind of
countermeasure, particularly if we assume the attack to have full white-box access to
the system. Specifically, we have calculated adversarial examples for Dompteur via an
adaptive attack, which leverages the full knowledge of the proposed countermeasures.
Although this attack is successful in computing adversarial examples, we show that
the attack becomes much less effective. More importantly, we find that adversarial
examples are of poor quality, as demonstrated by the SNRseg and our listening test.

In summary, we have taken the first steps towards bridging the gap between human
expectations and the reality of ASR systems—hence taming adversarial attacks to a
certain extent by robbing them of their stealth abilities.
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A Targets

Target utterances for the experiments with the adaptive attacker. For the experiments
we select 50 utterances as target with an approximate length of 5s from the WSJ speech
corpus test set eval92.

Utterance Length Utterance Length Utterance Length

440c0407 5.47s 440c040i 5.07s 440c040j 4.08s
441c0409 4.91s 441c040c 5.57s 441c040l 5.26s
441c040m 5.50s 441c040s 4.58s 441c040y 4.08s
442c0402 5.14s 442c040c 5.69s 442c040d 4.80s
442c040h 4.63s 442c040k 5.37s 442c040w 5.21s
443c0402 5.05s 443c040b 4.69s 443c040c 4.73s
443c040d 5.54s 443c040j 4.61s 443c040l 4.23s
443c040p 4.10s 443c040v 4.82s 443c0417 4.55s
444c0407 4.76s 444c0409 5.20s 444c040i 4.98s
444c040n 5.18s 444c040u 4.37s 444c040w 5.52s
444c040z 4.29s 444c0410 4.16s 445c0409 5.43s
445c040j 4.99s 445c040l 5.64s 445c040w 4.92s
445c040x 4.68s 445c0411 4.34s 446c0402 5.59s
446c040b 4.10s 446c040d 5.18s 446c040e 4.94s
446c040f 4.66s 446c040o 5.33s 446c040p 5.04s
446c040s 5.18s 446c040v 4.07s 447c040g 4.64s
447c040p 5.23s 447c040z 4.68s
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Abstract

Machine unlearning aims to remove points from the training dataset of a machine
learning model after training; for example when a user requests their data to be deleted.
While many machine unlearning methods have been proposed, none of them enable
users to audit the procedure. Furthermore, recent work shows a user is unable to verify
if their data was unlearnt from an inspection of the model alone. Rather than reasoning
about model parameters, we propose to view verifiable unlearning as a security problem.
To this end, we present the first cryptographic definition of verifiable unlearning to
formally capture the guarantees of a machine unlearning system. In this framework, the
server first computes a proof that the model was trained on a dataset D. Given a user’s
data point d requested to be deleted, the server updates the model using an unlearning
algorithm. It then provides a proof of the correct execution of unlearning and that
d /∈ D′, where D′ is the new training dataset. Our framework is generally applicable to
different unlearning techniques that we abstract as admissible functions. We instantiate
the framework, based on cryptographic assumptions, using SNARKs and hash chains.
Finally, we implement the protocol for three different unlearning techniques (retraining-
based, amnesiac, and optimization-based) to validate its feasibility for linear regression,
logistic regression, and neural networks.

∗ Work done while the author was interning at Vector Institute.
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1 Introduction

The right to be forgotten entitles individuals to self-determine the possession of their
private data and compel its deletion. In practice, this is now mandated by recent
regulations like the GDPR [1], CCPA [2], or PIPEDA [3]. Consider the case where
a company or service provider collects data from its users. These regulations allow
users to request a deletion of their data, and legally compels the company to fulfil
the request. However, this can be challenging when the data is used for downstream
analyses, e.g., training machine learning (ML) models, where the relationship between
model parameters and the data used to obtain them is complex [4]. In particular, ML
models are known to memorize information from their training set [5, 6], resulting in
a myriad of attacks against the privacy of training data [7, 8].

Thus, techniques have been introduced for unlearning: a trained model is updated to
remove the influence a training point had on the model’s parameters and predictions [9].
Regardless of the particular approach, existing techniques [10, 11, 12, 13, 14, 15, 16]
suffer from one critical limitation: they are unable to provide the user with a proof
that their data was indeed unlearnt. Put another way, the user is asked to blindly
trust that the server executed the unlearning algorithm to remove their data with
no ability to verify this. This is problematic because dishonest service providers may
falsify unlearning to avoid paying the large computational costs or to maintain model
utility [17, 18].

Additionally, verifying that a point is unlearnt is non-trivial from the user’s per-
spective. A primary reason is that users (or third-party auditors) cannot determine
whether a data point is unlearnt (or not) by comparing the model’s predictions or
parameters before and after the claimed unlearning. The complex relationship between
training data, models’ parameters, and their predictions make it difficult to isolate the
effects of any training point. In fact, prior work [19, 20] demonstrates that a model’s
parameters can be identical when trained with or without a data point.

To address these concerns, we propose a cryptographic approach to verify unlearning.
Rather than trying to verify unlearning by examining changes in the model, we ask
the service provider (i.e., the server) to present a cryptographic proof that an agreed-
upon unlearning process was executed. This leads us to view unlearning as a security
problem that we aim to solve with formal guarantees.
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In this paper we propose the first formal security definition of verifiable machine
unlearning. Our framework describes an iteration-based protocol and requires the server
to prove that it has honestly updated the model and dataset in each iteration, either
due to training with new data or unlearning previously used data. Only then does
the user have sufficient guarantees about deletion of their data. Under this definition,
we can instantiate protocols using any unlearning technique and any cryptographic
primitives that have appropriate security guarantees.

We identified several challenges while developing the framework that we believe are
inherent to unlearning.

1. Verifying unlearning cannot be solved by naive one-shot verifiable computation
as it requires a user to be able to verify that their data was not re-added at later
stages. Hence, the definition has to capture all model updates due to new points
added or points being deleted.

2. The relationship between an updated model and the evolving dataset needs to be
formally captured for verification. For example, a naive way would be to define
this relationship as a re-training function, i.e., the updated model is the result
of training on the evolved dataset. This can be viewed as “exact unlearning”.
However, since other (approximate) unlearning techniques exist, we define this
relationship as a set of functions that we call admissible functions. This abstrac-
tion captures the relationship between models and datasets via initialization,
training and unlearning functions.

3. As we observe above, the security definition needs to capture consistency of
data during training and unlearning, and across model updates and evolving
datasets. Though this can be done by passing the whole dataset between the
verification steps (training and unlearning) and sending data to the user, we aim
to verify consistency in a succinct manner. To this end, we define a strong notion
of extractor-based security, capturing that the server must know some underlying
dataset in order to compute a valid proof.

Our framework is general and we later demonstrate its applicability to three different
unlearning techniques. Notably, none of these have been proved using verifiable com-
putation before. We focus our discussion below on re-training based unlearning, one of
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the unlearning techniques, and give an overview of our framework. In this approach,
the server retrains a model without using a data point d that needs to be unlearnt.

In our framework, we identify the following guarantees that need to be satisfied:
(a) the model was trained from some dataset and (b) the user’s data point is not
present in this dataset. Thus, the framework has two major components. First, the
server computes a proof of training whenever data points are added to the model’s
training data: this establishes that it trained the model on a particular dataset. Second,
when a user submits a request to unlearn a specific data point, the server computes a
proof of unlearning. It proves that the model was updated addressing the request, and
additionally provides the user with a proof that their data point was indeed unlearnt
and not part of the training set. These proofs should also ensure that no data point
can be added back to the training set after it was unlearnt.

We present a fully instantiated protocol in our framework. This instantiation uses
SNARK-based verifiable computation for the proof of model updates induced by train-
ing or unlearning and hash chains for the proof of non-membership in a training set
since the time unlearning request was made.

Finally, we provide the first implementation of verifiable unlearning based on cryp-
tographic primitives. In particular, we use Spartan [21] for verifiable training and un-
learning. Spartan is a transparent SNARK, i.e., it does not require a trusted setup,
which is desirable for our purpose. We consider three unlearning techniques: retraining-
based unlearning, amnesiac unlearning [14] and optimization-based unlearning [22, 23].
We demonstrate the versatility and scalability of our construction on a variety of bi-
nary classification tasks from the PMLB benchmark suite [24], using linear regression,
logistic regression, and simple neural networks.

Contributions. We make the following contributions:

• Formal framework. We introduce a general framework to construct protocols for
verifiable machine unlearning. Our framework is designed to be general enough
to capture different unlearning algorithms and secure primitives.

• Security definition of verifiable machine unlearning. We then propose a formal
security definition of a verifiable machine unlearning scheme. This game-based
definition allows one to prove security of their instantiation of the unlearning
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protocol. Our framework models verifiable unlearning as a 2-party protocol (ex-
ecuted between the server and users).

• Instantiation. We present a fully instantiated protocol in our framework. This
construction is based on a generic interface for training and unlearning and thus
applicable to any training and unlearning algorithm (as captured by our admis-
sible functions abstraction).

• Practical implementation. We implement the protocol’s main functionality, study
its applicability to three unlearning techniques, different classes of ML models
and benchmark datasets. We observe that compared to training verification, ver-
ifying unlearning adds a small cost and efficiency of unlearning depends on the
unlearning technique.

2 Background

In this section, we discuss the preliminaries needed to understand the contributions of
our work.

Notation. Throughout the paper, let λ denote the security parameter. We call a
function negligible in λ—denoted by negl(λ)—if it is smaller than the inverse of any
polynomial for all large enough values of λ. [m : n] denotes the set {m,m+1, ..., n} for
integers m < n. For m = 1, we simply write [n]. y ← M(x1, x2, . . .) denotes that on input
x1, x2, . . ., the probabilistic algorithm M returns y. An adversary A is a probabilistic
algorithm, and is efficient or Probabilistic Polynomial-Time (PPT) if its run-time is
bounded by some polynomial in the length of its input. We will use code-based games,
where Pr[G⇒ 1] denotes the probability that the final output of game G is 1.

2.1 Machine Learning Preliminaries

Supervised machine learning. Supervised machine learning (ML) is the process
of learning a parameterized function fθ (often called a model) that is able to predict an
output (from the space of outputs Y) given an input (from the space of inputs X ), i.e.,
fθ : X → Y . Commonly learnt functions include linear regression, logistic regression,
and feed-forward neural networks.
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The parameters of this function are typically optimized using methods such as
stochastic gradient descent (SGD). Let θinitial be randomly initialized parameters and
D = {d1, . . . , dn} a set of training data points, where each d = (dx, dy) ∈ X × Y . Dur-
ing training we iteratively update parameters as θ′ := θ − η∇θL(fθ(dx), dy) for points
d ∈ D where L is a suitably chosen loss function (e.g., cross-entropy loss) and η the
learning rate.

In SGD, the update is calculated for a randomly chosen input d ∈ D in each step.
In practice, this is often extended to batches of data points in order to reduce the
variance of each update. Often, multiple passes (called epochs) are repeated through
the dataset. We can describe the full process of training a model m (interchangeably
used with θm) by

θm := θinitial +
∑
e∈[E]

∑
d∈D

∆e,d ,

with E being the number of epochs and ∆e,d the update on the model’s parameter
from data point d in epoch e.

Machine unlearning. In machine unlearning the goal is to design algorithms that
enable an ML model (specifically, its parameters) to forget the contribution of a (subset
of) data point(s). The canonical approach for this is to naively retrain the model
from scratch. Hence, removing a data point d∗ from a model m with retraining-based
unlearning can be described as

θm′ := θinitial +
∑
e∈[E]

∑
d∈D\{d∗}

∆e,d .

As the resulting model θm′ is completely devoid of data point d∗ (by construction),
this is an example for exact unlearning [11, 9, 25, 26], which is desirable but often
prohibitively expensive.

More practical unlearning techniques where the contribution of a data point cannot
be completely removed and the guarantees tolerate some error [12, 27, 28, 15, 16, 13, 14]
are commonly referred to as approximate unlearning. An example for this is amnesiac
unlearning [14]. Given a model m, removing a data point d∗ with amnesiac unlearning
means that we compute

θm′ := θm −
∑
e∈[E]

∆e,d∗ .
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In other words, to unlearn data point d∗, we remove the updates to the model’s
parameters that were directly computed on that data point for all training epochs E.
Yet, amnesiac unlearning only provides approximate guarantees since updates from
unlearnt data points indirectly also influence updates from later points during the
iterative nature of the training [28].

Other approaches for approximate unlearning formulate unlearning as an optimiza-
tion problem [22, 23] (similar to training). In every step, instead of reducing the loss
of a data point, we increase it. We refer to this as optimization-based unlearning. For-
mally, we iteratively compute an update ∆e,d∗ for the current model that is subtracted
from its parameters:

θm′ := θm −
∑
e∈[Ê]

∆e,d∗ ,

where Ê denotes the number of unlearning epochs and ∆e,d∗ the update from data point
d∗ in epoch e. For model parameters θ (in epoch e), we define ∆e,d∗ := −η̂∇θL(fθ(d∗x), d∗y)
with unlearning rate η̂ and loss function L.

2.2 Cryptographic Preliminaries

Collision-resistant hash functions. A function Hash : {0, 1}n → {0, 1}κ is collision-
resistant if

• It is length-compressing, i.e., κ < n.

• It is hard to find collisions, i.e., for all PPT adversaries A, and for all security
parameters λ,

Pr

[
(x0, x1)← A(1λ,Hash) :

x0 6= x1 ∧ Hash(x0) = Hash(x1)

]
≤ negl(λ) .

Proof systems. An interactive proof system describes a protocol between a prover
and a verifier, where the prover wants to convince the verifier that some statement ϕ

for a given polynomial time decidable relation R is true. The prover holds a witness ω

for the statement. We can then express R with a circuit that takes public and private
inputs (statement and witness) and returns true if the input is in the relation. In this
work we are concerned with non-interactive proof systems. A Succinct Non-Interactive
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Argument of Knowledge (SNARK) allows the prover to non-interactively prove the
statement with a short (or succinct) cryptographic proof which can be verified in time
sublinear in the size of the statement. We denote a SNARK by Π and define it by the
three algorithms (Π.Setup,Π.Prove,Π.Vrfy). More formally,

• pp ← Π.Setup(1λ, R): The setup algorithm outputs public parameters pp for a
polynomial-time decidable relation R.

• π ← Π.Prove(R, pp, ϕ, ω): The prover algorithm takes as input the pp and (ϕ, ω) ∈
R and returns an argument π, where ϕ is termed the statement and ω the witness.

• b ← Π.Vrfy(R, pp, ϕ, π): The verification algorithm takes the pp, a statement ϕ

and an argument π and returns a bit b, where b = 1 indicates success and b = 0

indicates failure.

Perfect completeness. Given any true statement, an honest prover should be able to
convince an honest verifier. More formally, let R be a sequence of families of efficiently
decidable relations R. For all R ∈ R and (ϕ, ω) ∈ R

Pr

[
Π.Vrfy(R, pp, ϕ, π)

∣∣∣∣∣pp← Π.Setup(1λ, R);

π ← Π.Prove(R, pp, ϕ, ω)

]
= 1 .

Computational soundness. We say that Π is sound if it is not possible to prove a
false statement. Let LR be the language consisting of statements for which there exists
corresponding witnesses in R. For a relation R ∼ R, we require that for all non-uniform
PPT adversaries A

Pr

[
ϕ /∈ LR and

Π.Vrfy(R, pp, ϕ, π)

∣∣∣∣∣pp← Π.Setup(1λ, R);

(ϕ, π)← A(R, pp)

]
≤ negl(λ) .

We further define the notion of witness extractability or knowledge soundness.

Computational knowledge soundness. Π satisfies computational knowledge soundness if
there exists an extractor that can compute a witness whenever the adversary produces
a valid argument. More formally, for a relation R ∼ R, we require that for all non-
uniform PPT adversaries A there exists a non-uniform PPT extractor E such that

Pr

[
(ϕ, ω) /∈ R and
Π.Vrfy(R, pp, ϕ, π)

∣∣∣∣∣pp← Π.Setup(1λ, R);

((ϕ, π);ω)← (A‖E)(R, pp)

]
≤ negl(λ) .
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We say a SNARK Π is secure if it satisfies perfect completeness, computational
soundness and knowledge soundness.

3 Verifiable Machine Unlearning

We consider the following ecosystem: there are many users, each of whom has access
to a set of data points (or dataset). They share their data with a server which uses it
to learn an ML model. Users can send requests to either delete or add new data. We
focus on ensuring that users can verify that their deletion requests are met.

Threat model. We assume the server is malicious, i.e., it may not execute unlearn-
ing. Reasons for this include the server being unwilling to tolerate a degradation in
the model’s performance after data deletion [17, 18], or pay the computational penalty
associated with updating the model [11, 14]. To this end, our focus is to develop a
method to verify that the server adheres to users’ requests.

Scope and assumptions.

1. Out-of-band authentication. We assume that the users have some (out-of-band)
mechanism to authenticate to the server. A server will honor unlearning requests
from legitimate users only. Since this can be done using standard authentication
mechanisms, e.g., digital signatures, we do not model this explicitly. This would
prevent a malicious user deleting a point belonging to a different user.

2. Uniqueness of data points. We need a mechanism to attribute data points to
users: when a user requests their data point to be deleted, it should be clearly
identifiable. In practice, multiple users could have the same data point making
identification challenging. To resolve this problem, we assume the server prepends
a unique identifier to each data point. We refer to such a unique representation
as a data record.

3. Sybil data-records. A malicious server can re-add a data point that was deleted
(e.g., by creating a fake user or colluding with an existing user). This would
result in a different data record as it would have a different identifier. We note
that, in principle, detecting this behaviour is possible but as there are legiti-
mate scenarios where two users may have the same data points, this needs to
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be done in an application-specific manner. In scenarios where data points are
unique (e.g., in medical settings), this can be trivially detected. For other sce-
narios, we can define some metric and threshold to determine when data-points
d and d are considered to be the same (e.g., when dist(d, d) < c, where c and
dist are application-specific). This distance function can then be used to detect
misbehaviour by checking if a new point is similar to those previously removed
(e.g., using approximate hashing).

Necessity of auditable algorithmic definitions. In the status quo, there is no
rigorous way for the user to verify if the model being used is devoid of their data. One
naive solution would be to provide the user with the trained parameters (including
random seeds) of the model and all the data, and request them to locally re-run the
training and compare their model parameters to the server’s. Another method could
be based on influence techniques [4] to understand if their data contributes to these
parameters. Both of these naive solutions suffer from a fundamental problem: it is
possible to arrive to same model parameters even if data was deleted. For example,
recent work by Shumailov et al. [19] and Thudi et al. [20] describe how a user’s con-
tribution (towards model parameters) can be approximated from other entries in a
dataset, rendering such approaches insufficient: the server can claim to have obtained
the exact same model parameters from a number of different datasets. Therefore, our
approach relies on proving the execution of an unlearning algorithm. To prove that a
particular record was unlearnt correctly, we further need to trust that the model upon
which unlearning is performed was derived from that particular record. Thus, we also
require to prove that the training procedure was executed correctly. To capture this
formally, we propose a generic interface for admissible functions to describe training
and unlearning procedures (cf. Appendix 4). These procedures are agreed upon by the
users and server beforehand and are part of the public parameters of a protocol.

Desiderata. From the discussion thus far, we unearth two main requirements to
achieve our goals.

D1. Given an ML model that was trained on a dataset D and data points are added,
we require a proof of training to establish that the updated model was obtained
from the updated dataset by executing a training function all participating parties
agreed on.
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D2. In a similar fashion, we want to prove the removal of data points. Thus, given
an ML model that was trained on a dataset D, machine unlearning mechanisms
update this model by (conceptually) removing data points from the set D. Then,
we require a proof of unlearning to establish that the updated model was obtained
from the updated dataset using an agreed-upon unlearning function. Further, for
each removed data point d, we require a proof that d is not part of the (updated)
training data D′ (i.e., d /∈ D′), which we denote by a proof of non-membership.

To guarantee the absence of deleted data points even after future model updates,
it is also necessary to take into account all updates to the model, and not only those
referring to unlearning (i.e., to prevent a server from re-adding an unlearnt data record).

Additionally, it needs to be ensured that the server uses the most recent model for
inference. However, we consider proving and verifying inference an interesting problem
which is related to, but also independent of unlearning. We note that there exist several
works addressing this problem which we discuss in Section 8.

4 Our Framework

We now present our formal framework for verifiable machine unlearning. This frame-
work defines a generic interface for verifiable machine unlearning capturing desiderata
D1 and D2 (cf. Section 3) to verify training and unlearning. It allows various instan-
tiations, e.g., using different unlearning techniques or cryptographic primitives. We
consider protocols for verifiable machine unlearning that are executed interactively by
the two roles introduced in the previous section: a set of users U and a server S.

Dataset. Let D be the distribution of data points. Each user u ∈ U possesses a
set of data points D̂u ∼ D. At the server side, there is an initially empty dataset
D0 = ∅ (which is later populated for training an ML model). During the execution of
the protocol, users can request to add or delete their data points. Different versions of
the server’s dataset (as it develops during the execution of the protocol) are denoted by
their corresponding index (i.e., D0, D1, . . . ). Recall that we consider data records such
that each data point is distinctly identifiable and unique (refer Section 3). Therefore,
entries in Di are tuples of the form (u, d) ∈ U × D̂u.
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Users U {pub, D̂u ∼ D}u∈U Server S (pub)

if not VerifyInit(pub, com0, ρ0) : (stS,0,m0, com0, ρ0)← Init(pub)

abort D+
0 := ∅, U+

0 := ∅

D+
i := D+

i−1, U+
i := U+

i−1

# add data points

k-th query D+
i := D+

i ∪ {(u, di,k)}

# remove data points

j-th query U+
i := U+

i ∪ {(u, di,j)}

if not VerifyTraining(pub, comi−1, comi, ρi) (stS,i,mi, comi, ρi)← ProveTraining(stS,i−1, pub, D
+
i )

abort D+
i := ∅

if not VerifyUnlearning(pub, comi−1, comi, ρi) : (stS,i,mi, comi, ρi)← ProveUnlearning(stS,i−1, pub, U
+
i )

abort
for (u, di,j) ∈ U+

i :

if not VerifyNonMembership(pub, u, di,j, comi, πu,di,j) : πu,di,j ← ProveNonMembership(stS,i, pub, u, di,j)

abort U+
i := ∅

Initialize

i-th iteration

Proof of Training

OR Proof of Unlearning

com0, ρ0

u ∈ U , di,k ∈ D̂u

u ∈ U , di,j ∈ D̂u

train: comi, ρi

unlearn: comi, ρi

πu,di,j

Figure 1: Unlearning framework. We describe protocols in this framework based on an
admissible functions f . After initialization, execution proceeds in iterations. In the beginning
of each iteration i, users U can issue requests for data to be added or deleted. After this phase,
the server S either performs a proof of training by adding the requested data records in D+

i to
the model or a proof of unlearning by removing the requested data records in U+

i . It computes
a commitment comi on the updated model mi and updated training dataset. Furthermore,
the server computes a proof ρi that mi was obtained from this dataset. The users verify this
proof and the commitment. In each iteration of unlearning the server additionally creates
a proof of non-membership for every unlearnt data point conforming to a user that it has
complied with a data deletion request. This proof can be verified by the user against comi.

Admissible functions. We consider triples of functions f = (fI , fT , fU), where fI is
an initialization function, fT is a training function and fU is an associated unlearning
function. The set of all admissible functions is denoted by F . We let ppf denote public
hyperparameter which are used for initialization. W.l.o.g., we assume the functions to
be deterministic. A random seed may be contained in the hyperparameter and stored
in the state to derive randomness deterministically. More explicitly:

• (stf ,m) := fI(ppf ): The initialization function fI takes as input hyperparameter
ppf and outputs the initial state stf and model m (e.g., its initial weights).
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• (stf ,m) := fT (stf , D
+): The training function fT takes as input the current state

stf and a set D+ of data points to be added. It outputs the updated state and
new model m.

• (stf ,m) := fU(stf , U
+): The unlearning function fU takes as input the current

state stf and a set U+ of data points to be deleted. It outputs the updated state
and new model m.

These functions allow us to establish an abstraction to track the relation between
a model and its underlying dataset; we refer to this as the conceptual dataset. If D

is the current conceptual dataset, removing data points from U+ with fU updates the
dataset as D := D \U+. We assume that server and users agree on f before executing
the protocol (e.g., similar to the TLS handshake protocol).

4.1 Framework Overview

An overview of our framework is depicted in Figure 1. We denote a protocol in this
framework by Φf , where f = (fI , fT , fU) ∈ F is the triplet deployed by the protocol.
We then describe the execution of the protocol with two phases (executed in an iterative
manner):

P1. Data addition/deletion: Any user can issue an addition/ deletion request to
the server at any iteration. The server can batch multiple addition/deletion re-
quests within an iteration. For this, the server stores all requests in intermediate
datasets D+

i (addition) and U+
i (deletion), respectively.

P2. Proof of training (resp. unlearning): At the end of each iteration i, the
server updates its dataset by adding (resp. deleting) the data record stored in
D+

i (resp.U+
i ). For training (resp. unlearning), the server needs to update the

model using function fT (resp. fU) on all records requested to be added (resp.
deleted). It then computes a proof of training (resp. unlearning) to be verified by
all users.

For unlearning, the server additionally needs to provide each user who requested a
point to be unlearnt with an individual proof that their data record was unlearnt
and removed from the server’s dataset (i.e., a proof of non-membership). After
an update was performed, the dataset D+

i (resp.U+
i ) is reset to the empty set.
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In the following, we describe the interfaces, including all algorithms, in more detail.
The completeness properties of these algorithms are formally presented in Section 4.2.

1. Setup and initialization. A global setup procedure Setup generates public pa-
rameters pub, i.e., pub ← Setup(1λ), where λ is the security parameter. We assume
that pub additionally includes the admissible functions f and the hyperparameter ppf .
This procedure can be executed either by the server or some external entity, depend-
ing on the application. pub is given to all actors. During initialization, the ML model
and a state (which captures information needed for subsequent iterations) between the
server and users are initialized using the Init and VerifyInit algorithms. Formally, the
algorithms are defined as follows:

Server: (stS,0,m0, com0, ρ0)← Init(pub)

Init takes as input the public parameters pub and outputs the initial state stS,0,
the model m0, the commitment com0, and the proof ρ0. The algorithm runs as fol-
lows: the server first suitably initializes model m0 using initialization algorithm fI

and additional hyperparameter ppf contained in pub. It stores the resulting state
stf in stS,0. The set of training records is initialized to be empty, i.e., D0 := ∅.
It then commits to m0 and D0 with com0 := (comm

0 ‖comD
0 ). We assume that the

commitment to the initial dataset (and all its updates) is computed deterministi-
cally from pub using a function Commit, i.e., comD

0 := Commit(pub, D0). Finally,
proof ρ0 attests the initialization of model m0.

User: 0/1← VerifyInit(pub, com0, ρ0)

VerifyInit takes as input the public parameters pub, a commitment com0, and a
proof ρ0. If the verification is successful, it outputs 1. On failure, it outputs 0.
All users verify (a) commitment com0 with D0 = ∅, and (b) model initialization
m0 against the proof ρ0.

2A. Proof of training. In each iteration i in which the server executes a proof of
training, it updates the model with any newly added data records using the training
function fT and proves that this was performed correctly. The users verify the resulting
proof. Formally, we define the two algorithms as follows:
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Server: (stS,i,mi, comi, ρi)← ProveTraining(stS,i−1, pub, D
+
i )

ProveTraining takes as input the previous state stS,i−1, public parameters pub, the
set of new data records D+

i . It outputs the updated state stS,i, the model mi, the
commitment comi, and the proof ρi. The algorithm runs as follows: the server
computes an updated model mi obtained by executing training function fT on
state stf and D+

i . We define the resulting training set of mi as the union of the
previous dataset and all newly added data records, i.e., Di := Di−1 ∪ D+

i . The
server commits to both the model and training data with comi := (comm

i ‖com
D
i ).

The server then computes the proof ρi that (a) model mi was updated by applying
fT , and (b) training data Di does not contain any unlearnt record, i.e., Di∩Ui =

∅, where Ui :=
⋃

k∈[i] U
+
k is the set of all unlearnt data records so far. The proof

also attests that (c) the set of unlearnt data records has not changed, i.e., Ui−1 =

Ui.

User: 0/1← VerifyTraining(pub, comi−1, comi, ρi)

VerifyTraining takes as input the public parameters pub, two commitments comi−1,
comi and a proof ρi. It outputs 1 if the verification is successful, and 0 otherwise.
All users validate properties (a)-(c) (as described above in ProveTraining) and
the update on commitment comi by verifying the proof ρi against the previous
commitment comi−1 and the new commitment comi.

2B. Proof of unlearning. In each iteration i in which the server performs a proof of
unlearning, it first updates the model using function fU and thus unlearning all data
records requested to be unlearnt. The server proves that this was performed correctly
and then computes a proof of non-membership for each individual user who requested
to delete their data point, proving that the corresponding records are absent in the
training data of the updated model. All users verify the correct update. Those users
who requested unlearning verify their proof of non-membership. Formally, we define
the following four algorithms:

Server: (stS,i,mi, comi, ρi)← ProveUnlearning(stS,i−1, pub, U
+
i )

ProveUnlearning takes as input the previous state stS,i−1, public parameters pub,
and the set U+

i which contains data records to be removed. It outputs the updated
state stS,i, the updated model mi, the commitment comi and the proof ρi. Here,
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the server unlearns all records collected in U+
i and computes the updated mi by

executing function fU . Thus, conceptually, the new training set of mi is defined as
Di := Di−1 \U+

i . Similar to ProveTraining, the server commits to both the model
and training data with comi and computes the proof ρi that (a) model mi was
updated by applying fU , and (b) training data Di does not contain any unlearnt
records, i.e., Di∩Ui = ∅∗, where Ui := Ui−1∪U+

i .. The proof also attests that (c)
the previous set of unlearnt data records is a subset of the updated set Ui−1 ⊂ Ui.
This ensures that an unlearnt data record is never re-added into the training data.

User: 0/1← VerifyUnlearning(pub, comi−1, comi, ρi)

VerifyUnlearning takes as input the public parameters pub, two commitments
comi−1, comi and a proof ρi. It outputs 1 if the verification is successful, and 0 oth-
erwise. All users validate properties (a)-(c) (as described above in ProveUnlearning)
and the update on commitment comi by verifying the proof ρi against the previ-
ous commitment comi−1 and the new commitment comi.

Server: πu,di,j ← ProveNonMembership(stS,i, pub, u, di,j)

ProveNonMembership takes as input the current state stS,i, public parameters
pub and a data record (u, di,j). Then, for each record (u, di,j) ∈ U+

i , the server
computes a proof πu,di,j that this record is not part of the training set of model
mi, i.e., (u, di,j) /∈ Di.

User: 0/1← VerifyNonMembership(pub, u, di,j, comi, πu,di,j)

VerifyNonMembership takes as input the public parameters pub, the user identifier
u, their unlearnt data point di,j, the commitment of the iteration where di,j

was unlearnt and the proof of unlearning πu,di,j . It outputs the result of the
verification. The user verifies with both πu,di,j and comi that (u, di,j) was not
part of the training data Di of model mi.

Redundant computation. The framework ensures that deleted data records cannot
be re-added at a later point. Therefore, it suffices if “an honest majority” verifies the
updates. Even if a user does not participate in the protocol after verifying that their

∗ Note that, depending on the scenario, the equality check between a training and an unlearnt data
record can be replaced with a check on whether the records are “close enough” using some distance
metric.
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data was deleted, verification of updates by an honest majority guarantees correct
server behavior.

This can be further optimized: if the users trust a third party (e.g., an auditor), then
the VerifyTraining and the VerifyUnlearning algorithm can be executed by this entity;
the output can be shared with all users (cf. Appendix 7.2 for further discussion).

4.2 Completeness

For completeness, we require that an honest execution of the protocol yields the ex-
pected outputs. In particular, if the server is honest, then the users successfully verify
the initialization of the model and the proofs for all updates—training and unlearning—
performed by the server. Further, a proof of non-membership that was generated for
an unlearnt data record is also successfully verified by the corresponding user. In the
following, we give a formal definition of computational completeness.

Definition 1 (Completeness). Let λ be the security parameter. A protocol Φf is com-
plete if for all pub← Setup(1λ), the following properties are satisfied:

1. Let (stS,0,m0, com0, ρ0)← Init(pub). Then

Pr[VerifyInit(pub, com0, ρ0) = 0 ] ≤ negl(λ) .

2. Let modei ∈ {train, unlearn} indicate whether proof of training or proof of un-
learning has been performed in iteration i. Let A be a PPT adversary that out-
puts a valid sequence of datasets either to be added {train: D+

i } or to be deleted
{unlearn: U+

i } for all i ∈ [ℓ].

For all i ∈ [ℓ], if modei = train, let (stS,i,mi, comi, ρi) ← ProveTraining(stS,i−1,

pub, D+
i ) and if modei = unlearn, let (stS,i,mi, comi, ρi)← ProveUnlearning(stS,i−1,

pub, U+
i ).

Then for all modei = train:

Pr[VerifyTraining(pub, comi−1, comi, ρi) = 0] ≤ negl(λ) ,

and for all modei = unlearn:

Pr[VerifyUnlearning(pub, comi−1, comi, ρi) = 0] ≤ negl(λ) ,

where validity is defined via the following conditions: ∀i, j s. t. i 6= j : D+
i ∩D+

j = ∅
and ∀i, j s. t. j < i : D+

i ∩ U+
j = ∅.
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GameUnlearnA,E,Φf ,D(1
λ)

00 pub← Setup(1λ)

01 (k, (u, d), πu,d , {modei: comi, ρi}i∈[0:ℓ]; {Di}i∈[0:ℓ])← (A‖E)(pub, aux)

02 # Pre-processing
03 U+

k := Dk−1 \Dk

04 Parse comi as (comm
i ‖com

D
i ) ∀i ∈ [0 : ℓ]

05 # Evaluate winning condition
06 if Commit(pub, Di) = comD

i ∀i ∈ [0 : ℓ] # Datasets
07 and VerifyInit(pub, com0, ρ0) # Initialization
08 and VerifyTraining(pub, comi−1, comi, ρi) ∀i : modei = train # Training
09 and VerifyUnlearning(pub, comi−1, comi, ρi) ∀i : modei = unlearn # Unlearning
10 and VerifyNonMembership(pub, u, d, comk, πu,d) # Non-Membership
11 and k < ℓ and (u, d) ∈ U+

k and (u, d) ∈ Dℓ : # Point unlearnt & re-added
12 return 1

13 return 0

Figure 2: Security game. We define the security of an unlearning protocol Φf in terms
of game GameUnlearn. The notation (A‖E) denotes that both algorithms are run on the
same input and random coins and assigning their results to variables before resp. after the
semicolon. Input aux refers to auxiliary input.

3. For all i ∈ [ℓ] s. t. modei = unlearn: for all (u, d) ∈ U+
i , let πu,d ← ProveNonMembership

(stS,i, pub, u, d), then

Pr[VerifyNonMembership(pub, u, d, comi, πu,d) = 0] ≤ negl(λ) .

We require computational completeness here to allow for a wide range of instantia-
tions. For example, an instantiation that works on hash values of data records cannot
achieve perfect completeness because of hash collisions. By allowing for computational
completeness, however, we only require that it should be hard for a PPT adversary to
find such collisions (i.e., with a negligible probability).

4.3 Security Definition

In this section, we present the security definition for unlearning in a game GameUnlearn.
The adversary, described by a probabilistic algorithm A, takes the role of the server.
Intuitively, the definition captures that a malicious server cannot add (and train on)
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a data point that a user requested to delete in a previous iteration. However, we go a
step further and let the server choose which data records it will add or delete. Thus,
the goal of the adversary is to find a data record for which it can prove deletion, but
which is re-added in some subsequent iteration.

In order to capture this setting, we propose an extractability-based security definition
as used in the context of hash functions or SNARKs [29, 30, 31]. That is, we require the
existence of an extractor, modelling that the adversary cannot forge a transcript with-
out knowing the underlying datasets. Thus, the adversary in our game has to provide
the protocol outputs (i.e., the commitments and proofs), whereas the extractor outputs
the corresponding inputs that the adversary used (i.e., the underlying datasets). We
give a formal description of game GameUnlearn in Figure 2, which is divided into the
following two stages:

S1. Simulation. The game draws the public parameters pub using Setup and runs the
adversary A on input pub. The extractor E is run on the same input and random
coins. Additionally, we provide benign auxiliary input aux, which captures any
extra information that the adversary may have (possibly obtained prior to the
start of executing the current protocol). At some point, A will terminate and
output a sequence of tuples (k, (u, d), πu,d , {modei: comi, ρi}i∈[0,ℓ]) for some ℓ ∈
N, where (u, d) is a data record that was proved to be deleted in the k-th iteration,
and modei ∈ {train, unlearn}. At the same time, the extractor outputs a sequence
of datasets (D0, . . . , Dℓ).

S2. Finalize. After the adversary has terminated, the game uses the extractor’s
output to compute the set of data points unlearnt in the k-th iteration based on
the datasets Dk and Dk−1. Recall that the commitment in the framework consists
of two parts comm

i and comD
i , where we need the second part for verification. The

game checks for the following conditions: (a) comD
i was obtained from Di, (b) the

initial proof ρ0 verifies for the initial commitment com0, (c) each proof of training
ρi verifies for commitments comi−1 and comi, (d) each proof of unlearning ρi

verifies for commitments comi−1 and comi, (e) the proof of non-membership πu,d

verifies for (u, d) and comk, (f) k < ℓ and (u, d) was unlearnt in iteration k and
re-added in iteration ℓ. If all these properties are satisfied, then the game outputs
1 and A wins.

We summarize this in the following definition.
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Definition 2 (Unlearning). Let λ be the security parameter and consider game GameUnlearn

in Figure 2. Protocol Φf for data distribution D is unlearning-secure if for all PPT ad-
versaries A there exists an extractor E such that for all benign auxiliary inputs aux :

Pr[GameUnlearnA,E,Φf ,D(1
λ)⇒ 1] ≤ negl(λ) .

5 Instantiation

Our framework defines a general interface to construct protocols for verifiable unlearn-
ing. In the following, we present such a protocol based on cryptographic building blocks.
We use SNARKs and hash functions where the execution of the admissible functions
is proved inside the SNARK and data records are stored in hashed form. By using
SNARKs, we can keep the instantiation generic and universally prove its completeness
and security for any triplet (fI , fT , fU). A detailed description of the protocol is in
Figure 4 in Appendix A.

Data representation. We internally split the data into training data D and unlearnt
data U. Therefore, the server stores two ordered sets HD and HU of hashed training
data records and unlearnt data records. From both sets, we additionally compute a
hash value in form of a hash chain. This allows for efficient caching of intermediate
hashes and, for HU , enables us to easily prove that entries are only appended to the
chain as well as fast membership verification for unlearnt data points. To account
for the partition of training and unlearnt data and the admissible function used, we
instantiate the commitment com as a tuple of four elements: (a) hash of the state hstf

(defined by admissible function f), (b) hash of the model hm , (c) hash of the training
data hD , and (d) hash of the unlearnt data hU . A formal description of how exactly
the hash values are computed is given in Appendix A.

Proof system. In order to prove the correct execution of fI , fT , and fU , we use
proof systems and more specifically SNARKs. To this end, we define the verification
of the initialization, training updates and unlearning updates in terms of a polynomial
decidable binary relation RI , RT and RU (respectively) over circuits CI , CT and CU

(respectively). These circuits are outlined in Figure 3 and described further below.
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CI(public hstf,0 , hm0 , hD0 , hU0 , private stf,0,m0)
00 # Check input for initialization
01 if hstf,0 6= HashState(stf,0) or

hm0 6= HashModel(m0) or
hD0 6= HashData(∅) or
hU0 6= HashData(∅) :

02 return false

03 return true

CT (public hstf,i , hstf,i−1
, hmi , hDi , hDi−1 , hUi , hUi−1 , private stf,i−1,HUi−1 , D

+
i )

04 # Check input set of hashed unlearnt data records
05 if hUi−1 6= HashData(HUi−1) :

06 return false

07 # Update and check set of hashed training data records and unlearnt data records
08 HD+

i
:= {HashDataRecord(u, d)}(u,d)∈D+

i

09 if hDi 6= AppendHashData(hDi−1 ,HD+
i
) or hUi 6= hUi−1 or HUi−1 ∩HD+

i
6= ∅ :

10 return false

11 # Check input state, perform training and check outputs
12 if hstf,i−1

6= HashState(stf,i−1) :

13 return false
14 (stf,i,mi) := fT (stf,i−1, D

+
i )

15 if hstf,i 6= HashState(stf,i) or hmi 6= HashModel(mi) :

16 return false

17 return true

CU (public hstf,i , hstf,i−1
, hmi , hDi , hDi−1 , hUi , hUi−1 , private stf,i−1,HDi−1 , U

+
i )

18 # Check input set of hashed training data records
19 if hDi−1 6= HashData(HDi−1) :

20 return false

21 # Update and check set of hashed unlearnt data records and training data records
22 HU+

i
:= {HashDataRecord(u, d)}(u,d)∈U+

i

23 HDi
:= HDi−1 \ HU+

i

24 if hUi 6= AppendHashData(hUi−1 ,HU+
i
) or hDi 6= HashData(HDi) :

25 return false

26 # Check input state, perform unlearning and check outputs
27 hstf,i−1

6= HashState(stf,i−1) :

28 return false
29 (stf,i,mi) := fU (stf,i−1, U

+
i )

30 if hstf,i 6= HashState(stf,i) or hmi 6= HashModel(mi) :

31 return false

32 return true

Figure 3: Circuits CI , CT and CU . Based on this circuits, we prove correct execution of
admissible functions for initialization, proof of training and proof of unlearning. The hash
algorithms are further specified in Appendix A.
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1. Initialization. During the protocol’s initialization, function fI is run to obtain the
initial state stf,0 and initial model m0. Also, the sets of hashed training data and un-
learnt data records are initialized, i.e.,HD0 = ∅ andHU0 = ∅. The commitment consists
of hashes to these four values, i.e., com0 = (hstf,0 , hm0 , hD0 , hU0). Correct initialization
is proved using the SNARK for relation RI captured by circuit CI (cf. Figure 3). The
proof of training ρ0 consists of the statement ϕ0 and resulting SNARK proof π0, which
can be verified by the user using com0.

2A. Proof of training. The server starts by executing ProveTraining. In the i-th
iteration, it first performs the model update by running function fT on the previous
state stf,i−1 and new data records D+

i , the result being an updated state stf,i and a
new model mi. Then the server updates the set of hashed training data records HDi

with D+
i and computes the new commitment comi = (hstf,i , hmi

, hDi
, hUi−1

), where the
commitment to the unlearnt data records is the same as in the previous iteration since
no data was deleted.

The proof ρi is computed using the SNARK for relation RT captured by circuit CT

(cf. Figure 3). The corresponding statement ϕi and proof πi attest that (a) the model
and state were updated correctly with D+

i , (b) the set of hashed unlearnt data was
not changed, and (c) no data record that was previously unlearnt is added. The server
sends (ρi, comi) to the users. Subsequently, the users execute VerifyTraining and verify
ρi using comi and the previous commitment comi−1.

2B. Proof of unlearning. The proof of unlearning consists of two parts: the model
update for deleting data records and the proof of non-membership. The server first
runs ProveUnlearning which is similar to ProveTraining. In the i-th iteration, it performs
the model update by running function fU on the previous state stf,i−1 and the set U+

i

of data records to be deleted. The result is the updated state stf,i and model mi. The
set HUi

is computed by appending hashed records of U+
i to HUi−1

. At the same time,
HDi

is computed from HDi−1
by removing those entries. The commitment comi consists

of the hash values (hstf,i , hmi
, hDi

, hUi
). The whole procedure is proved using circuit CU

(cf. Figure 3) for relation RU , producing a SNARK proof πi for the corresponding
statement ϕi, which can be verified by the user using comi and comi−1.

The second part of the proof of unlearning is to provide a proof on non-membership
to all users that requested their data record (u, d) ∈ U+

i to be deleted. We prove this by
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proving its membership in HUi
. If HUi

∩HDi
= ∅, it follows that (u, d) /∈ Di (which we

show to hold when proving completeness). Specifically, we use the hash chain for HUi
:

for a given data record, we compute a membership proof as a path in this chain; this
path can be verified by recomputing the hash chain and comparing the final result with
the hash in the commitment (i.e., hash value hUi

).
Thus, in our protocol, the server performs ProveNonMembership by computing the

chain path to a data record (u, d) ∈ U+
i using the procedure ComputeChainPath (cf. Ap-

pendix A). It outputs this as the proof πu,d which is then sent to the user. The user
uses the hash hUi

from the commitment to verify membership with VerifyChainPath. If
the path leads to that hash, the user will accept, and will abort otherwise.

5.1 Completeness and Security

We first show that our instantiation is complete according to Definition 1.

Theorem 1. Let Π be a complete SNARK and Hash a collision-resistant hash function.
Then the instantiated protocol in Figure 4 satisfies completeness.

We give a proof sketch; refer to Appendix B for the full proof.

Proof (Sketch). Completeness of the initialization (first property) is easy to observe
since the two hashed datasets are initialized as empty and the execution of function fI

is proven with the SNARK for relation RI . By completeness of the SNARK, the users
can successfully verify the proof, additionally using the commitments to state, model
and datasets. The second property follows from the completeness of the SNARKs for
relations RT and RU and collision-resistance of the hash function. However, note that
if a hash collision occurs, it is not possible to provide the proof of training. Thus,
only computational completeness can be achieved. Given that the proofs of training
and unlearning are successful, completeness of the proof of non-membership (third
property) follows from the construction and correctness of the hash chain.

Now we want to prove that our instantiation is a secure unlearning protocol according
to Definition 2.

Theorem 2. Let Hash be a collision-resistant hash function and Π be a secure SNARK.
Then the instantiated protocol in Figure 4 satisfies unlearning security.
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We give a proof sketch; refer to Appendix C for the full proof.

Proof (Sketch). Let A be an adversary in the unlearning security game (cf. Figure 2).
By knowledge soundness of the SNARK, there exists an extractor which outputs the
witness and thus the datasets Di corresponding to the outputs of the adversary. We
then use the soundness of the SNARK. That is, A must have computed the proof using
a witness, i.e., the state stf,i and the dataset D+

i (in the proof of training) or dataset U+
i

(in the proof of unlearning), which also determine the model mi and must correspond
to the hash values in the commitment. By collision-resistance of the hash function, the
adversary cannot find another state, model or dataset for the same commitment. Thus,
applying function fT (or fU) to the previous state and datasets results in same state
and model as used by A.

Since all proofs as well as the proof of non-membership of data record (u, d) must
verify successfully, the hash of (u, d) must be contained in the setHUk

which was used to
create the proof. Here, k is the iteration where (u, d) was unlearnt; the observation holds
by assuming soundness of the SNARK and collision-resistance of the hash function. We
can further infer that (u, d) must also be part of future sets HUi

, k < i ≤ ℓ and by
collision-resistance (u, d) must also be part of the underlying datasets Ui. Finally, we
use the fact that the proof attests that the intersection of HUℓ

and HDℓ
is empty.

This yields a contradiction and shows that (u, d) cannot be present in the last dataset
Dℓ.

6 Experimental Evaluation

In this section, we evaluate the performance of our instantiated protocol. First, we im-
plement and compare the protocol’s main building blocks for three types of unlearning
approaches captured by admissible functions. The techniques from machine unlearn-
ing literature we consider are retraining-based unlearning, amnesiac unlearning and
optimization-based unlearning (cf. Section 2.1). Second, we study the applicability to
different ML models and datasets.

The goal of our experiments is to evaluate the feasibility of verifiable machine un-
learning and understand how different unlearning techniques influence the proof cre-
ation and verification times. Our salient findings include:
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1. The majority of the costs stem from the cost of performing verifiable training,
which is at most 5×more expensive than verifiable unlearning. In scenarios where
one trusts the training process, this results in immediate savings. Note that we
did not aim to optimize the verifiable computation component; this is orthogonal
to the problem considered in this paper. We provide suggestions on how to achieve
better performance in Section 7.1.

2. Unlearning techniques that rely on simple mechanisms such as adding/subtracting
information from model parameters (e.g., amnesiac unlearning) are intuitively
cheaper to prove (in comparison to retraining-based approaches). However, hid-
den costs emerge in having to verify the integrity of the inputs needed for such
methods.

All experiments are performed on a server running Ubuntu 22.04 with 256 GB RAM
and two Intel Xeon Gold 5320 CPUs. Our code is available at github.com/cleverhans-
lab/verifiable-unlearning.

6.1 Cryptographic Primitives

Proof system. Our instantiation is generic and can be implemented with any secure
SNARK (cf. Section 2.2) i.e., the SNARK needs to satisfy completeness, soundness,
and knowledge soundness. In this work, we use Spartan [21] as it is efficient and, more
importantly, transparent, i.e., it does not require a trusted setup. Spartan comes in
two variants, as a succinct non-interactive zero-knowledge (NIZK) proof system and
as a SNARK. Similar to the work of Angel et al. [32], we use the NIZK variant,
where verification time is linear in the size of the R1CS instance (see below). By using
the SNARK variant, some verification cost can be offset to the server and a one-time
pre-processing step for the user.

Depending on the application it might also be sensible to use a different proof system.
One alternative would be Groth16 [31], which, for example, requires a trusted setup,
but has the advantage of constant verification time and proof size.

Spartan is implemented on the ristretto255 elliptic curve, a prime-order group
abstraction atop curve25519. Following prior work on verifiable computation [32, 33,
10], we convert the computation of our circuits into Rank-1 Constraint Systems (R1CS)
instances; i.e., the statements in RI , RT and RU (cf. Figure 3) are represented as a
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constraint system over a finite field. More specifically, an R1CS instance is described
by a tuple (F, A,B,C, io,m), where F is the finite field, A,B,C ∈ Fm×m are matrices
of size m ≥ |io| + 1 and io is the public input and output of the instance. R1CS is a
generalization of arithmetic circuit satisfiability. We say an R1CS instance is satisfiable
if there exists a witness w ∈ Fm−|io|−1 such that (A·z)◦(B ·z) = (C ·z) for z = (io, 1, w),
where · is the matrix-vector product and ◦ the the Hadamard product. Since A,B,C are
generally sparse matrices, a parameter n is sometimes specified, denoting the maximum
number of non-zero entries in each matrix.

We describe our circuits using the ZoKrates programming language [34] and use the
CirC compiler infrastructure [35] to facilitate the conversion to R1CS. The compiler
ensures that the computation graph does not have loops, and a “flat” computation is
performed. To represent data and other parameters in a finite field, we convert them
into fixed precision real numbers.

We only require collision-resistance for the hash function. It is beneficial to use an
algebraic hash function where most operations can be directly done in the finite field.
Bit-wise hash functions such as the SHA family of hash functions are much slower in
that regard. We use Poseidon [36] as it is particularly designed for zero-knowledge
proof systems. To be used with Spartan, we implement a version of Poseidon for the
ristretto255 curve. Similar to the proof system, our instantiation is generic and can
work with any hash function. Other good options are Pedersen Hash [37, p.76] or
MIMC [38].

6.2 Protocol Instantiation

We implement the high-level functions of the instantiated protocol (from Section 5)
for retraining-based unlearning, amnesiac unlearning [14], and optimization-based un-
learning [22, 23] as introduced in Section 2.1. We consider the subtasks of proof of
training, proof of unlearning, and proof of non-membership.

We start our evaluation by comparing and understanding the overheads of each
subtask between the techniques. To this end, we consider a linear regression model
and train this model for 3 epochs with SGD as a general purpose approach. We use a
synthetic dataset D and set the batch size to 1. First, we compute a proof of training
with the addition of 100 data points with 10 features each. We set |D0| = 0, |D+

1 | =
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Table 1: Run-time of protocol functions. We compare the running time between
the protocols subtasks. We consider retraining-based unlearning, amnesiac unlearning, and
optimization-based unlearning. We report the relative difference with retraining in gray.

Retraining Amnesiac Optimization

Proof of Training
R1CS 8,056,887 ×1.00 8,130,535 ×1.01 7,980,878 ×0.99
Π.Prove w/ RT 4m 32s ×1.00 4m 32s ×1.00 4m 31s ×0.99
Π.Vrfy w/ RT 1m 36s ×1.00 1m 37s ×1.01 1m 35s ×0.99

Proof of Unlearning
R1CS 8,102,288 ×1.00 616,005 ×0.08 919,456 ×0.11
Π.Prove w/ RU 4m 58s ×1.00 2m 18s ×0.46 0m 53s ×0.18
Π.Vrfy w/ RU 1m 48s ×1.00 0m 49s ×0.45 0m 20s ×0.19

Proof of Non-Membership
ComputeChainPath < 1s ×1.00 < 1s ×1.00 < 1s ×1.00
VerifyChainPath < 1s ×1.00 < 1s ×1.00 < 1s ×1.00

R1CS: #constraints

100, and |U0| = 0 accordingly. Subsequently, we compute the proof of unlearning and
simulate the deletion of 10 data points and set |D1| = 100, |U1| = 0, and |U+

2 | = 10.
For optimization-based unlearning, we unlearn for 3 epochs.

The results from these experiments are presented in Table 1. Across all techniques,
compilation time of R1CS instances ranges between 17s (CU for optimization-based
unlearning) and 48m 45s (CU for retraining-based unlearning).

Proof of training. We observe that the complexity of the training is compara-
ble between unlearning approaches. The underlying R1CS instances have between
7, 980, 878—8, 130, 535 constraints and proving time varies insignificantly between 4m 31s—
4m 32s. Recall that in amnesiac unlearning, we also need to collect model updates that
are later used for unlearning, which introduces negligible overhead compared to the
training costs itself.

Proof of unlearning. Runtime of generating and verifying the proof of unlearning
shows more variance. Amnesiac unlearning is over 2× faster and optimization-based
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Table 2: Proving time vs. model capacity. We compare the proving time of proof of
training for different classes of models with increasing capacity.

Classifier R1CS Π.Prove Π.Vrfy

Linear Regression 8,056,887 4m 33s 1m 36s
Logistic Regression 9,048,909 5m 8s 1m 45s
Neural Network (N = 2) 21,867,010 9m 50s 3m 34s
Neural Network (N = 4) 42,030,731 24m 16s 6m 42s

R1CS: #constraints

unlearning over 5× faster than retraining-based unlearning. This is despite the R1CS
instance of optimization-based unlearning being almost 50% larger compared to the
amnesiac instance (919,456 vs. 616,005 constraints) but it is still more efficient to
compute as it is 63% more sparse (i.e., 7,660,455 vs. 12,248,390 entries are non-zero).
The main difference is that amnesiac unlearning requires to maintain and verify a state
from training (i.e., the model updates) while optimization-based unlearning does not
require a state.

Proof system. In general, we observe that verification is 2×-3× faster than proof
generation. This is dependent on the choice of the proof system. For example, by using
the SNARK variant of Spartan, we can offload some of the verification costs to the
server and an additional pre-processing for the user. In this case, proving time increases
to 33m 39s—34m 12s for the proof of training across all techniques and verification
time reduces to <1s, but the user needs to run a one-time pre-processing step which
takes between 8m 6s—8m 12s.

Proof of non-membership. Finally, proof of non-membership is very efficient. The
implementation is independent of the unlearning scheme used and both proving and
verification requires < 1s.

6.3 Circuit Complexity

The dominant component of the protocols’ run-time is the complexity of the circuit
used to generate proofs of training and unlearning. This complexity depends mainly on
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Table 3: Scalability to benchmark datasets. We compute the proof of training for dif-
ferent datasets from the PMLB benchmark suite [24].

Dataset Size R1CS Π.Prove Π.Vrfy

Creditscore 100 6 3,986,308 2m 22s 0m 47s
Patient 88 8 4,579,718 2m 28s 0m 53s
Cy Young 92 10 5,903,988 3m 16s 1m 9s
Corral 160 6 6,347,236 3m 43s 1m 15s
Lawsuit 264 4 7,190,981 4m 7s 1m 27s
Breast cancer 286 9 16,514,048 9m 25s 3m 18s
Monk3 554 6 21,841,281 13m 36s 4m 32s

Size: #data points × #features
R1CS: #constraints

(a) the unlearning technique, (b) the complexity of the model, and (c) the size of the
dataset. In the following, we first consider model complexity and study different classes
of models. Next, we look on the complexity of the dataset. In both cases, we focus on
retraining-based unlearning as the baseline from Table 1 and, more specifically, on the
training circuit CT .

To understand the effects of the choice of ML model, we follow related work [39],
and consider linear regression, logistic regression and neural networks for classification.
For the neural networks, we focus on models with one hidden layer and varying num-
bers of (hidden) neurons N ∈ {2, 4}. For activation, we use the sigmoid function and
approximate it with a third-order polynomial as done in [40, 41]. Again, we train each
model with SGD for 3 epochs on a synthetic dataset consisting of 100 training points
with 10 features each.

The results are summarized in Table 2. We observe that the circuit size increases
together with the complexity of the model. For instance, the number of R1CS con-
straints increases by 1.12× to 9, 048, 909 constraints when going from linear to logistic
regression. This is intuitive: in logistic regression, we additionally need to evaluate the
sigmoid activation which induces this overhead. In a similar vein, moving from logistic
regression to neural networks increases the circuit further to 21, 867, 010 (N = 2) and
42, 030, 731 (N = 4) constraints respectively.
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Benchmark datasets. To understand the impact of the dataset and the practical
applicability of the protocol, we now turn to benchmark datasets. We choose several
datasets from the PMLB benchmark suite [24] (as considered in related work [32] on
verifiable computation of numerical optimization problems) and train a linear regression
model for all datasets. To make results comparable, we train all models for 3 epochs
with a learning rate of 0.1. As commonly done, we split the data into 80:20 train test
split. Models achieve a test accuracy between 73 % and 92 %.

Results are presented in Table 3. For all models, we observe a linear dependence
between run-time and dataset size. Generating a proof for the smallest dataset with
600 total features (i.e., total points × features) requires 2m 22s and for the largest
dataset with 3,324 total features requires 13m 36s.

7 Discussion

In this section, we discuss potential improvements to our work.

7.1 Scalability

Our experiments with the instantiated system show that the run-time of the protocol
is dominated by generating and verifying the proof of training and unlearning. We
base our construction on Verified Computation (VC) and, consequently, inherit its
limitations, e.g., in terms of scalability. This can also be observed for other VC-based
approaches in the ML setting [42, 43, 40, 41]. Any future advances in VC will lead to
run-time improvements for our approach. Nevertheless, we discuss how one can improve
performance with the primitives available today.

SNARK-friendly techniques. It is known that certain computations are more
amendable to efficient SNARK verification than others. A classic example of this is
the development of SNARK-friendly hash functions [36, 38, 37]. Similarly, there exist
ML paradigms that are also more amenable to verification. For example, inference us-
ing quantized models [44, 45] or lookup tables for expensive computations [44] reduce
costs. Furthermore, when there exists a unique ML model (i.e., a global optimum for
the underlying optimization problem), proving and verification complexity can be im-
proved even further [32]. In our experiments, we observed that online computation of
model updates in optimization-based unlearning is faster than verifying model updates
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in amnesiac unlearning as the verification of input values involves expensive calcula-
tion of hash values. We envision future work to focus on developing SNARK-friendly
unlearning techniques combining above observations.

Offloading computation. Orthogonal to the employed unlearning technique and
ML model, one can offload expensive proof generation steps to the user (e.g., the
evaluation of a non-linear activation function). We can split the proving and verification
processes such that the server creates a proof for certain types of computations and
shares partial results with the (honest) user who performs (and thus verifies) expensive
computations themselves.

Application-specific relaxations. Finally, depending on the application, it might
be possible to avoid the expensive generation of the proof of training. Consider, for
instance, an application where data is collected only once and data will only be removed
at a later point in time (e.g., biomedical user studies or other human-involved data
collection processes). In this case, proof of training only needs to be performed once
and—if users further trust the initial training phase—it might be sufficient to only
prove unlearning.

7.2 Alternative Instantiations

External trust. Our instantiation in Section 5 avoids having a trusted third party
and instead relies only on cryptographic protocols to guarantee security. For efficiency
purposes and to remove the burden from the user, one can introduce a trusted auditor
who verifies on behalf of a user (as we discuss towards the end of Section 4.1). This
can be achieved by either having a dedicated trusted third party (e.g., one that does
not have a motivation to collude with the server such as another cloud provider), or
distributed auditors where trust is established from multiple independent verifications.

Trusted hardware. If TEEs (e.g., Intel SGX [46]) are available, then one can run
training and unlearning procedures within it and return a digest signed by a TEE
provider to the user. When using a TEE, one needs to consider common concerns
such as trusting a hardware vendor, availability of said vendor for signing the digest,
limited memory [47], their applicability to ML-related tasks that involve GPU com-
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putation [48], and side-channels [49, 50]. Some of these issues were addressed in the
independent and concurrent work of Weng et al. [51] (cf. Section 8).

Minimizing redundancy. In our instantiation, a user who has requested unlearning
is required to verify future updates to ensure that their data point has not been re-
added. If we combine VC with an additional proof of secure data erasure, we can give
similar guarantees while not requiring the user to verify all updates. However, secure
erasure is a non-trivial problem in itself and was considered in e.g., [52]. Formalizing
deletion compliance from a server’s perspective [53] can also be seen as complementary
problem.

7.3 Privacy

Formalizing privacy for unlearning protocols is an interesting direction for future work
and requires to establish an additional security definition. Although it is out-of-scope
for our work, we want to highlight that our instantiation does not require the users to
know the datasets or model. In fact, they only see hash commitments and the SNARK
proofs. If the hash function satisfies pseudo-randomness or is modeled as a random
oracle, then hash values do not leak any information about the underlying data points
as long as the input space is large enough. Additionally, if the SNARK satisfies the
zero-knowledge property [54] (which most SNARKs including Spartan do), then the
proof also does not leak information about the witness. However, we require users
to know whether training or unlearning happened because they need to know which
verification procedure to run. Privacy in the context of model inference has been studied
more extensively, e.g., Gao et al. [55] define security notions for deletion hiding and
reconstruction. An overview for different formalizations of inference privacy is also
given in [56].

8 Related Work

Our approach for verifiable machine unlearning naturally touches different areas of
security and ML research. In the following, we examine related concepts and methods.
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Verifying unlearning. Prior work [57, 58] aims at verifying unlearning by embed-
ding backdoors [59] in models (using data whose unlearning is to be verified) and
verifying backdoor removal on unlearning. However, such approaches are probabilistic
with no theoretical guarantees of when they work, unlike our cryptography-informed
approach which produces verifiable proofs.

The work of Guo et al. [12] provides end-users with a certificate that the new model
is influenced by the specific data in a quantifiably low manner. While this certificate
conceptually bounds the influence of a data point from an algorithmic perspective,
it provides no guarantee that the entity executing the algorithm (i.e., server) did so
correctly. In our work, we aim to capture exactly this and provide cryptographic guar-
antees of correctness of execution.

Concurrently to our work, Weng et al. [51] propose an unlearning framework based on
TEE. They model unlearning in two phases: a setup phase, where the user sends data
which is used to train an ML model, and a deletion phase, where a new model is trained
without the data point that the user requests to delete. Their protocol uses unlearning
based on SISA [11] and can be captured by our framework as well. In contrast to our
instantiation that is based only on cryptographic primitives, their approach relies on
trusted hardware (i.e., the correctness and integrity of the SGX enclave) as well as
cryptographic assumptions (i.e., EUF-CMA security of the signature scheme used by
the enclave and collision-resistance of the hash function).

Proving model inference. There exist various approaches to proving inference us-
ing SNARKs [60, 61, 62, 45, 44] which complements our protocol in that regard. An-
other approach would be to use trusted execution environments to do so as suggested
in [51].

Verifiable computation. We use verifiable computation for proof of training and
proof of unlearning. There has been a series of works demonstrating a remarkable
progress in making these schemes (and those related to verification of data used for
computation) practical [21, 63, 64, 65, 66, 67, 68, 69, 70, 71, 72, 73, 74, 75, 76, 30].
To verify the computation of training an ML model, Zhao et al. [39] also propose
verification using a SNARK. However, their primary objective is to design a scheme
to ensure that the payments made to servers are correct. In our work, however, we
aim to design a scheme to verify the correctness of data deletion when training ML

181



C Verifiable and Provably Secure Machine Unlearning

models. Otti [32] is a compiler that is aimed at designing efficient arithmetic circuits for
problems that involve optimization (such as those commonly found in ML). DIZK [10]
is a distributed system capable of distributing the compute required for proof creation.

9 Conclusion

The problem of unlearning has gained significant interest in terms of definitions and
algorithms for updating model parameters. However, regardless of the definition or the
algorithm the server uses to update the model, the user has no way to verify that the
server indeed executed the unlearning procedure. In this paper, we define unlearning
as a security problem and propose a framework to capture the guarantees verifiable
unlearning needs to provide. We propose the first verifiable unlearning procedure based
on cryptographic primitives instantiated using SNARKs and hash chains. Our imple-
mentation shows the feasibility of our approach on several benchmark datasets and
machine learning models. Future work includes determining which unlearning tech-
niques are most suitable for efficient verifiable computation, while at the same time
devising methods specifically for verifying machine learning code.
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A Our Instantiated Protocol

A schematic overview of our complete instantiated protocol is given in Figure 4. Addi-
tional algorithms are described below.

HashData(H)
00 Ψ := Hash(d∅)

01 for hd ∈ H :

02 Ψ := Hash(Ψ, hd)

03 return Ψ

AppendHashData(h,H)
04 Ψ := h

05 for hd ∈ H :

06 Ψ := Hash(Ψ, hd)

07 return Ψ

HashDataRecord(u, d = (x, y))

08 hd := Hash(u)

09 for xj ∈ x :

10 hd := Hash(hd ,Hash(xj))

11 hd := Hash(hd ,Hash(y))

12 return hd

HashModel(m = [w0, . . . , wn])

13 hm := Hash(m[0])

14 for wi ∈ m[1: ] :

15 hm := Hash(hm ,Hash(wi))

16 return hm

HashState(stf )

17 hstf := Hash(stf [0])

18 for si ∈ hstf [1: ] :

19 hstf := Hash(hstf , si)

20 return hstf

ComputeChainPath(u, d,HU)

21 hd := HashDataRecord(u, d)

22 idxd := HU .index(hd)

23 if idxd = ⊥ :

24 return ⊥
25 # get intermediate hash from chain below d

26 Ψ := HashData(HU : idxd
)

27 πu,d := [Ψ]

28 # add path from d

29 for hd ∈ HUidxd+1:
:

30 πu,d .append(hd)

31 return πu,d

VerifyChainPath(u, d, hU , πu,d)

32 # recompute hash Ψ from path πu,d

33 Ψ := Hash(πu,d [0],HashDataRecord(u, d))

34 for node in πu,d [1 : ] :

35 Ψ := Hash(Ψ, node)
36 # verify final hash
37 return JΨ = hUK
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Users U {(RI , RT , RU), (ppI , ppT , ppU), D̂u ∼ D}u∈U Server S ((RI , RT , RU), (ppI , ppT , ppU), (fI , fT , fU), ppf )

(stf,0,m0) := fI(ppf )

HD0
:= ∅,HU0

:= ∅
com0 := (HashState(stf,0),HashModel(m0),

HashData(HD0),HashData(HU0))

Compute (ϕ0, ω0) ∈ RI using com0 and (stf,0,m0)

Verify ϕ0 valid for com0 π0 ← Π.Prove(RI , ppI , ϕ0, ω0)

if not Π.Vrfy(RI , ppI , π0, ϕ0) : stS,0 := (stf,0,HD0 ,HU0 , com0)

abort D+
0 := ∅, U+

0 := ∅

D+
i := D+

i−1, U+
i := U+

i−1

# add data samples
k-th query D+

i := D+
i ∪ {(u, di,k)}

# remove data samples
j-th query U+

i := U+
i ∪ {(u, di,j)}

Parse stS,i−1 as (stf,i−1,HDi−1
,HUi−1

, hstfi−1
, hmi−1

, hDi−1
, hUi−1

)

(stf,i,mi) := fT (stf,i−1, D
+
i )

HDi
:= HDi−1

∪ {HashDataRecord(u, d)}(u,d)∈D+
i

comi := (HashState(stf,i),HashModel(mi),

HashData(HDi
), hUi−1

)

Compute (ϕi, ωi) ∈ RT using (hstf,i−1
, hDi−1

, hUi−1
, comi)

and (stfi−1,HUi−1
, D+

i )

Verify ϕi valid for (comi−1, comi) πi ← Π.Prove(RT , ppT , ϕi, ωi)

if not Π.Vrfy(RT , ppT , πi, ϕi) : stS,i := (stf,i,HDi
,HUi

, comi)

abort D+
i := ∅

Parse stS,i−1 as (stf,i−1,HDi−1
,HUi−1

, hstfi−1
, hmi−1

, hDi−1
, hUi−1

)

(stf,i,mi) := fU(stf,i−1, U
+
i )

HUi
:= HUi−1

∪ {HashDataRecord(u, d)}(u,d)∈U+
i

HDi
:= HDi−1

\ {HashDataRecord(u, d)}(u,d)∈U+
i

comi := (HashState(stf,i),HashModel(mi),

HashData(HDi
),HashData(HUi

))

Compute (ϕi, ωi) ∈ RU using (hstf,i−1
, hDi−1

, hUi−1
, comi)

and (stfi−1,HDi−1
, U+

i )

Verify ϕi valid for (comi−1, comi) πi ← Π.Prove(RU , ppU , ϕi, ωi)

if not Π.Vrfy(RU , ppU , πi, ϕi) : stS,i := (stf,i,HDi
,HUi

, comi)

abort
for (u, di,j) ∈ U+

i :

Fetch hUi
from comi πu,di,j ← ComputeChainPath(di,j,HUi

)

if not VerifyChainPath(hUi
, di,j, πu,di,j) : U+

i := ∅
abort

Initialize

i-th iteration

Proof of Training

OR Proof of Unlearning

com0, ρ0 := (ϕ0, π0)

u ∈ U , di,k ∈ D̂u

u ∈ U , di,j ∈ D̂u

train: comi, ρi := (ϕi, πi)

unlearn: comi, ρi := (ϕi, πi)

πu,di,j

Init

VerifyInit

ProveTraining

VerifyTraining

ProveUnlearning

VerifyUnlearning

ProveNonMembership

VerifyNonMembership

Figure 4: Instantiated protocol Φf . We instantiate the protocol for the triple of admissible
functions f = (fI , fT , fU ) with two primitives: a SNARK Π, and a hash function Hash.
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B Completeness Proof

Proof (of Theorem 1). We need to prove the three properties in Definition 1 capturing
the initialization, the proof of training and the proof of unlearning which includes the
proof of non-membership.

Initialization. First, running Init yields the initialized state stf,0 and model m0 obtained
by executing fI . Using the hash function to commit to those two values and additionally
the empty sets HD0 and HU0 , an instance (ϕ0, ω0) ∈ RI can be derived and the SNARK
proof π0 can be created using Π.Prove. By correctness of the relation and completeness
of the SNARK, ϕ0 will be valid for com0 and Π.Vrfy(RI , ppI , π0, ϕ0) = 1.

Proof of update. For the second property, recall the inputs and outputs of ProveTraining
and ProveUnlearning. The state stS,i−1 contains the state stf,i−1, the set HDi−1

of hashed
data records, the set HUi−1

of hashed unlearnt data records and the previous commit-
ment comi−1. In the proof of training, the new state stf,i and the new model mi are
computed by running function fT on stf,i−1 and the set D+

i of data records to be added.
The new sets HDi

and HUi
are computed from the previous ones and updated with

D+
i . The commitment is computed by hashing the four components.

Then the training instance (ϕi, ωi) ∈ RT can be derived and the SNARK proof πi

computed. The proof attests (cf. Figure 3) that (1) mi was computed correctly since fT

was executed, (2) the training data does not contain unlearnt record since the hashes
of the new data records are not contained in HUi

, and (3) the set of unlearnt data
records has not changed since the commitments to the unlearnt data records are the
same. By correctness of the relation and perfect completeness of the SNARK, we have
Π.Vrfy(RT , ppT , πi, ϕi) = 1.

Note that there exists a special case where the server is unable to create a proof
although the datasets are valid. This is the case whenever there exist two distinct
data records (u, d) ∈ D+

i , (u′, d′) ∈ Ui, where Ui =
⋃

j∈[i] U
+
j is the dataset implicitly

contained in HUi
, such that HashDataRecord(u, d) = HashDataRecord(u′, d′). However,

we only require computational completeness and assume that the datasets are provided
by a PPT adversary. Then this translates to finding a collision for the hash function
which happens with negligible probability if the hash function is collision-resistance.
Hence, VerifyTraining will output 1 with probability 1− negl(λ).
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Proof of unlearning. Completeness for the proof of unlearning proceeds similar. The
new state stf,i and the new model mi are computed by running function fU on stf,i−1

and the set U+
i of data records to be deleted. The new sets HDi

and HUi
are computed

from the previous ones and updated by removing and appending U+
i , respectively. The

commitment is computed by hashing the four components.
The unlearning instance (ϕi, ωi) ∈ RU is derived and the SNARK proof πi that

is computed attests (cf. Figure 3) that (1) mi was computed correctly since fU was
executed, (2) the training data does not contain unlearnt record since we removed
the records in U+

i from HDi
, and (3) previous set of unlearnt data records is a sub-

set of the updated set since we added the records in U+
i to HUi

to which we com-
mit. By correctness of the relation and perfect completeness of the SNARK, we have
Π.Vrfy(RU , ppU , πi, ϕi) = 1 and VerifyUnlearn will output 1 with probability 1.

Finally, consider the algorithm ProveNonMembership. If a data record (u, d) was
unlearnt in iteration i, then its hash is present in HUi

. The proof of non-membership
πu,d consists of the chain path to (u, d) in the chain ofHUi

. Let comi be the commitment
for this iteration, then by correctness of the tree path algorithm, VerifyNonMembership

will output 1 with probability 1.

C Security Proof

Proof (of Theorem 2). Let A be an adversary against unlearning security (as defined in
Figure 2) of our instantiation. We will first argue that for all A there exists an extractor
E that outputs the underlying datasets Di. This follows directly from the knowledge
soundness of the SNARK for relations RI , RT and RU . For this, look at the private
inputs to the circuits in Figure 3 which translate to the witness. Initialization gives
us that D0 = ∅. The proof of training inputs D+

i and the proof of unlearning inputs
U+
i such that we can extract Di = Di−1 ∪D+

i if modei = train and Di = Di−1 \ U+
i if

modei = unlearn.
We will now prove the theorem by the sequence of games given in Figure 5 and

analyze the probability that these games will output 1.

Game G0. Let G0 be the original game GameUnlearn and E be the extractor. Recall that
the adversary must output a sequence of tuples (k, (u, d), πu,d , {modei: comi, ρi}i∈[0:ℓ])
for some ℓ ∈ N, where comi = (hstf,i , hmi

, hDi
, hUi

) and ρi = (ϕi, πi) for i ∈ [0 : ℓ]. We
iterate over the winning conditions and return 0 as soon as one of them is violated
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G0-G2

00 ppI ← Π.Setup(1λ, RI)

01 ppT ← Π.Setup(1λ, RT )

02 ppU ← Π.Setup(1λ, RU )

03 (k, (u, d), πu,d , {modei: (hstf,i , hmi , hDi , hUi), (ϕi, πi)}i∈[0:ℓ];
{Di}i∈[0:ℓ])← (A‖E)(RI , RT , RU , ppI , ppT , ppU , fI , fT , fU , ppf )

04

05 # Pre-processing
06 U0 := ∅
07 for i ∈ [ℓ]

08 if modei = train:
09 D+

i := Di \Di−1

10 if modei = unlearn:
11 U+

i := Di−1 \Di

12 Ui := Ui−1 ∪ U+
i

13

14 # Verify commitments
15 for i ∈ [0 : ℓ] :

16 HDi
:= {HashDataRecord(u, d)}(u,d)∈Di

17 h′Di
:= HashData(HDi)

18 if h′Di
6= hDi :

19 return 0

20

21 # Verify initialization
22 Verify ϕ0 valid for (hstf,0 , hm0 , hD0 , hU0)

23 if not Π.Vrfy(RI , ppI , π0, ϕ0) :

24 return 0

25

26 # Re-compute initialization
27 (stf,0,m0) := fI(ppf ) // G1-G2

28 if hstf,0 6= HashState(hstf,0) or hm0 6= HashModel(m0) : // G1-G2

29 return 0 // G1-G2

30 # Verify proof of training
31 for i ∈ [ℓ] s. t. modei = train:
32 Verify ϕi valid for (hstf,i , hmi , hDi , hUi)

33 if not Π.Vrfy(RT , ppT , πi, ϕi) :

34 return 0

35

36 # Verify proof of unlearning
37 for i ∈ [ℓ] s. t. modei = unlearn:
38 Verify ϕi valid for (hstf,i , hmi , hDi , hUi)

39 if not Π.Vrfy(RU , ppU , πi, ϕi) :

40 return 0

41

42 # Re-compute state and model and compare to commitment
43 for i ∈ [ℓ] : // G1-G2

44 if modei = train: // G1-G2

45 (stf,i,mi) := fT (stf,i−1, D
+
i ) // G1-G2

46 if modei = unlearn: // G1-G2

47 (stf,i,mi) := fT (stf,i−1, U
+
i ) // G1-G2

48 if hstf,i 6= HashState(stf,i) or hmi 6= HashModel(mi) : // G1-G2

49 return 0 // G1-G2

50

51 # Verify proof of non-membership
52 if not VerifyChainPath(hUk

, u, d, πu,d) :

53 return 0

54

55 # Check membership of d in Ui

56 for i ∈ [k : ℓ] : // G2

57 if (u, d) /∈ Ui : // G2

58 return 0 // G2

59

60 # Adversary wins if point unlearned & re-added
61 if k < ℓ and (u, d) ∈ U+

k and (u, d) ∈ Dℓ :

62 return 1

63 return 0

Figure 5: Games G0-G2 for the proof of Theorem 2. We prove unlearning security for
our instantiated protocol Φf in Figure 4, where f = (fI , fT , fU ) and hyperparameter ppf are
fixed by the participating parties and determine relations RI , RT and RU .

(cf. Figure 5). For book-keeping we also compute all sets of unlearnt data points Ui, as
well as the sets D+

i , U+
i from Di as described for the extractor. Note that this is only

a conceptual change at this point and we have

Pr[G0 ⇒ 1] = Pr[GameUnlearnA,E,Φf ,D(1
λ)⇒ 1] .

Game G1. In G1, we compute the state stf,i and the model mi for each iteration from
the corresponding datasets by applying fI , fT and fU . We then check whether the
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hashes of state and model correspond to hstf,i and hmi
in the commitment. If this is

not the case, the game outputs 0. We claim

|Pr[G1 ⇒ 1]− Pr[G0 ⇒ 1]| ≤ negl(λ) .

To prove the claim we argue in the following steps:

• First, πi proves that the adversary knows a state st′f,i and a dataset D+
i
′ for each

proof of training (or a dataset U+
i

′ for each proof of unlearning) such that model
m′

i was computed by applying function fT (or function fU) to state st′f,i−1 and
dataset D+

i
′ (or dataset U+

i
′). It also proves that the commitment aligns with the

inputs. Since the functions are deterministic, we thus have hstf,i = HashState(st′f,i)

and hmi
= HashData(m′

i) as well as hDi
= HashData(H′

Di
), where H′

Di
is the set

of all hashed data records in D′
i.

By soundness of the SNARK, the adversary can only forge a proof for an invalid
statement with negligible probability, so we can assume the proof was gener-
ated honestly with a witness. By knowledge soundness, the extractor is able to
compute this witness such that D′

i = Di.

• Second, we claim that then st′f,i = stf,i and m′
i = mi are the actual state and

model used for the next iteration. This is true unless the adversary finds a collision
in the hash function such that HashState(st′f,i) = HashState(stf,i) = hstf,i or
HashModel(m′

i) = HashModel(mi) = hmi
, which we assume to happen only with

negligible probability.

Game G2. In G2, we check whether the data record (u, d) output by A is contained in
the underlying datasets Ui of the k-th and all subsequent iterations. We will show that

|Pr[G2 ⇒ 1]− Pr[G1 ⇒ 1]| ≤ negl(λ) .

For this we first look again at the SNARK proof πi and the underlying circuits. If
a proof of training is performed, the adversary must prove that hUi

= hUi−1
. This

implies—assuming no hash collision occurs—that HUi
= HUi−1

and Ui = Ui−1. If a
proof of unlearning is performed, the SNARK proof ensures that HUi−1

⊂ HUi
and thus

Ui−1 ⊂ Ui, again using collision-resistance of the hash function. Thus, if (u, d) ∈ Uk, it
must also be true that (u, d) ∈ Uk+1, ..., (u, d) ∈ Uℓ. By soundness of the SNARK, the
adversary cannot prove a false statement, so the above claims must hold.
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We also know that (u, d) ∈ Uk since the proof of non-membership consists of the path
from the hashed data record (u, d) to the hash hUk

contained in the k-th commitment.
Since the adversary can only win if the proof verifies successfully, we know that in this
case the hash value of (u, d), in the following denoted by hu,d := HashDataRecord(u, d),
must be a node in the hash chain constructed from HUk

. Unless the adversary finds
another data record (u′, d′) such that HashDataRecord(u′, d′) maps to the same hash
value hu,d—which happens with negligible probability—the record (u, d) must be con-
tained in Uk.

Finally, we show that Pr[G2 ⇒ 1] ≤ negl(λ). For this, recall that πi also attests that
no unlearnt data point is contained in the dataset, in particular that the intersection
HDi

∩ HUi
is empty. Together with the fact that the commitments hDi

and hUi
are

constructed from HDi
and HUi

(due to soundness of the SNARK), the hashed datasets
must have been obtained from the corresponding dataset Di and Ui (unless the adver-
sary has found a collision in the hash function). Combining with previous results, this
implies that Di ∩ Ui = ∅ for all i ∈ [ℓ]. As shown above, we know that (u, d) ∈ Uℓ.
The final winning condition requires that (u, d) ∈ Dℓ. This cannot be the case since it
would contradict the fact that the intersection of the two sets is empty, which proves
the final claim.

Collecting the probabilities yields

Pr[GameUnlearnA,E,Φf ,D(1
λ)] ≤ negl(λ) ,

which concludes the proof of Theorem 2.
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